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Preface

The fifth Seminar on Functional Analysis and its Application was held on 12-

13 July 2017 at the University of Zanjan, Iran. This took place in the city

of Zanjan located in the north-west of Iran which is known for its beautiful

handcrafts such as knives, traditional sandals called Charoogh. The Seminar is

a biennial seminar hosted by the Iranian Mathematical Society.

During 2 working days, participants from all over the country presented their

recent work in the diverse areas of functional analysis. Based on the reviewers

reports, 63 papers were accepted for short presentation and 5 papers in poster

section. Four plenary speakers delivered keynote addresses which were welcomed

by participants.

On behalf of the organizing committee, I would like to express my heartfelt

gratitude to all participants of the Seminar and all who ensured the success of

the Seminar. In particular, I should name especially the administration of the

University of Zanjan and the Iranian Mathematical Society.

Saeid Maghsoudi
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STRONG L∗-LIMITED PROPERTY IN BANACH
LATTICES

H. ARDAKANI1∗AND M. SALIMI2

1 Department of Mathematics, Payame Noor University, Iran.
halimeh ardakani@yahoo.com

2 Department of Mathematics, Farhangian University, Iran.
m salimi52@yahoo.com

Abstract. Following the concept of L∗-limited sets and L∗-limited
proeprty in Banach spaces, we introduce the concept of almost
L∗-limited sets and strong L∗-limited proeprty in Banach lattices
and then we characterize Banach lattices with strong L∗-limited
proeprty.

1. Introduction

A subset A of a Banach space X is called limited, if every weak∗ null
sequence (x∗n) in X

∗ converges uniformly on A, that is,

lim
n→∞

sup
a∈A

|⟨a, x∗n⟩| = 0.

If A ⊆ X∗ and every weak null sequence (xn) in X converges uniformly
on A, we say that A is an L-set.

We know that every relatively compact subset of X is limited and
every limited subset of a dual Banach space is an L-set, but the converse

2010 Mathematics Subject Classification. Primary: 46A40; Secondary: 46B40,
46B42.

Key words and phrases. L–limited set, almost L–limited set, L–limited property.
∗ Speaker.
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4 H. ARDAKANI AND M. SALIMI

of these assertions, in general, are false. If every limited subset of
a Banach space X is relatively compact, then X has the Gelfand–
Phillips (GP) property. For example, the classical Banach spaces c0
and ℓ1 have the GP property and every separable Banach space, every
Schur space (i.e., weak and norm convergence of sequences in the space
coincide), and dual of spaces containing no copy of ℓ1, such as reflexive
spaces, have the same property [2]. The reader can find some useful
and additional properties of limited and Banach spaces with the GP
property in [3].

Recently, the authors in [5], introduced the class of almost L–limited
sets and disjoint limited completely continuous (dlcc) operators on Ba-
nach lattices. In fact, a bounded linear operator T : E → Y from a
Banach lattice E to a Banach space Y is called dlcc if it carries limited
and disjoint weakly null sequences in E to norm null ones in Y . The
class of all dlcc operators from X to Y is denoted by dLcc(X, Y ). The
authors in [5], characterized these concepts with respect to some well
known geometric properties of Banach spaces, such as, GP, reciprocal
DP and Grothendieck property.

Here, by the definition of L–limited and L∗-limited property, we de-
fine almost L∗-limited property. It is evident that if E is a Banach
lattice, then its dual E∗, endowed with the dual norm and pointwise
order, is also a Banach lattice. The norm ∥ · ∥ of a Banach lattice E is
order continuous if for each generalized net (xα) such that xα ↓ 0 in E,
(xα) converges to 0 for the norm ∥ · ∥, where the notation xα ↓ 0 means
that the net (xα) is decreasing, its infimum exists and inf(xα) = 0. A
Banach lattice is said to be σ–Dedekind complete if its countable sub-
sets that is bounded above has a supremum. A subset A of E is called
solid if |x| ≤ |y| for some y ∈ A implies that x ∈ A.

Throughout this article,X and Y denote the arbitrary Banach spaces
and X∗ refers to the dual of the Banach space X. Also E and F denote
arbitrary Banach lattices and E+ = {x ∈ E : x ≥ 0} refers to the
positive cone of the Banach lattice E and BE is the closed unit ball
of E. If x is an element of a Banach lattice E, then the positive part,
negative part and absolute value of x is represented by x+, x− and
|x|, respectively. We refer the reader to [2] and [4] for unexplained
terminologies on Banach lattice theory and positive operators.

2. Main results

A subset A of a Banach space X is called an L∗-limited set, if every
weak null and limited sequence (x∗n) in X

∗ converges uniformly on A.
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Here, we introduce a new class of sets and operators. Recall that a
sequence (xn) in a Banach lattice E is (pairwise) disjoint, if for each
i ̸= j, |xi| ∧ |xj| = 0.

Definition 2.1. Let E be a Banach lattice and X be a Banach space.
Then

(a) A norm bounded subset B of a dual Banach lattice E∗ is said
to be an almost L–limited set if every disjoint weakly null and
limited sequence (xn) of E converges uniformly to zero on the
set B, that is supf∈B |f(xn)| → 0.

(b) An operator T from a Banach lattice E into a Banach space
X is a disjoint limited completely continuous (dlcc) operator if
the sequence (∥Txn∥) converges to zero for every weakly null
and limited sequence of pairwise disjoint elements in E.

Definition 2.2. Let E be a Banach lattice. Then a norm bounded
subset B of E is said to be an almost L∗-limited set if every disjoint
weakly null and limited sequence (fn) of E∗ converges uniformly to
zero on the set B, that is, supf∈B |f(xn)| → 0.

It is clear that every DP set in E is almost L∗-limited and every
subset of an almost L∗-limited set is the same. Also, it is evident that
every almost L∗-limited set is bounded and each L∗-limited set is an
almost L∗-limited set. The following theorem gives aditional properties
of these concepts.

Theorem 2.3. (a) Every relatively weakly compact subsets of Ba-
nach spaces are almost L∗-limited.

(b) Absolutely closed convex hull of an almost L∗-limited set is al-
most L∗-limited.

Note that the converse of assertion (a) in general, is false. In fact, the
following theorem shows that the closed unit ball of c0 is an L∗-limited
set and so almost L∗-limited, but it is not relatively weakly compact.

As we said before, a Banach lattice E has the positive GP property
if each weakly null and limited sequence with positive terms is norm
null. It is clear that the GP property implies the positive GP property.

Theorem 2.4. Let E be a Banach lattice. Then the following are
equivalent:

(a) E has the positive GP property.
(b) Every weakly null and disjoint limited sequence in E converges

to zero in norm.

Theorem 2.5. A Banach space E∗ has the positive GP property iff
every bounded subset of E is an almost L∗-limited set.
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Definition 2.6. Let X be an arbitrary Banach space and let E be an
arbitrary Banach lattice. An operator T : X → E is called almost
L∗-limited if T (BX) is an almost L∗-limited set in E. We denote the
class of all almost L∗-limited operators from X to E by AL∗

li(X,E).

Definition 2.7. A bounded linear operator T from a Banach lattice
E into a Banach space Y is dlcc if it carries weakly null and disjoint
limited sequences in E to norm null ones.

It is clear that the operator T is almost L∗-limited iff T ∗ is dlcc. Also
each weakly compact operator is L∗-limited and so almost L∗-limited. A
Banach spaceX has the L–limited property, if every L–limited subset of
X∗ is relatively weakly compact. A Banach space X has the L∗-limited
property, if every L∗-limited set in X∗ is relatively weakly compact.

Definition 2.8. A Banach lattice E has the strong L∗-limited property,
if every almost L∗-limited set in E∗ is relatively weakly compact.

Theorem 2.9. For a Banach lattice E, the following are equivalent:

(a) E has the strong L∗-limited property.
(b) For each Banach space Y , AL∗

li(Y,E) = W (Y,E).
(c) AL∗

li(ℓ1, E) = W (ℓ1, E).

References

[1] C. D. Aliprantis and O. Burkishaw, Positive operators, Academic Press, New
York, 1978.

[2] J. Bourgain and J. Diestel, Limited operators and strict cosingularity, Math.
Nachr., 119 (1984), 55–58.

[3] L. Drewnowski, On Banach spaces with the Gelfand-Phillips property, Math.
Z., 193 (1986), 405–411.

[4] P. Meyer- Nieberg, Banach lattices, Springer-Verlag, Berlin, 1991.
[5] M. Salimi and S. M. Moshtaghioun, A new class of Banach spaces and its

relation with some geometric properties of Bancah spaces, Abstr. Appl. Anal.,
(2012), Article ID: 212957.



ON THE Lp SUBSPACES OF 2π-PERIODIC
HOLOMORPHIC FUNCTIONS

MOHAMMAD ALI ARDALANI

Department of Mathematics, Faculty of Science, University of Kurdistan, P. O.
Box 416, Sanandaj, Iran.
m.ardalani@uok.ac.ir

Abstract. Here we obtain isomorphic classes of spaces of 2π-
periodic holomorphic functions on the upper half-plane endowed
with Lp-norm with respect to a bounded positive non-atomic mea-
sure.

1. Introduction and preliminaries

Let D = {z ∈ C :| z |< 1}, G = {ω ∈ C : Imω > 0} and T = {z ∈
C : | z |= 1} denote the open unit disc, upper half-plane and the unit
circle in complex plane respectively. Also, let µ be a bounded positive
non-atomic measure on (0,∞) with µ((0, ϵ)) > 0 for all ϵ > 0. For a
holomorphic function f : G −→ C and 1 ≤ p <∞ we put

∥f∥pp,µ =
1

2π

∫ ∞

0

∫ π

−π
| f(x+ it) |p dxdµ(t)

and define spaces

Hp
2π,µ(G) = {f : G −→ C : f is 2π periodic, ∥f∥p,µ <∞}.

In this paper we intend to obtain isomorphism classification of the
spaces Hp

2π,µ(G) by using the results of [2] and some well-known results

2010 Mathematics Subject Classification. Primary: 46E15; Secondary: 47B03.
Key words and phrases. 2π-periodic holomorphic functions, isomorphism classi-

fication, upper half-plane, bounded nonatomic measure.
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8 M. A. ARDALANI

in the theory of Banach spaces such as boundedness of Riesz projec-
tion (see Theorem 2.c.15 of [4]) and the fact that infinite dimensional
subspaces of ℓp are isomorphic to ℓp ( see Theorem 2.a.3 of [3]).

In order to mention the main result of this paper we need the fol-
lowing definitions and lemmas.

Definition 1.1. We say that measure µ satisfies condition (B1) if there
exists n ∈ N such that ∫ ∞

0

entdµ(t) = ∞.

Example 1.2. (1) Let n ∈ N be fixed. Evidently, µ : (0,+∞) −→
(0, 1/n) defined by µ(t) = −e−nt/n ( the distribution function
of µ) is a bounded positive non-atomic measure which satisfies
condition (B1).

(2) Define µ : (0,+∞) −→ (0, 1) by µ(t) = −te−t − e−t(dµ(t) =
te−t). Again µ(t) ( the distribution function of µ) is a bounded
positive non-atomic measure which satisfies condition (B1) (here
n = 1).

(3) Consider the Gaussian function e−t
2
. It can be shown that the

measure µ (dµ(t) = e−t
2
dt) is a bounded positive non-atomic

measure on (0,∞) which does not satisfy condition (B1).

Definition 1.3. For each n ∈ N we define An to be the space of all
complex polynomials P with degP ≤ n endowed with the norm

∥P∥ =
1

2π

∫ π

−π
| P (reiφ) | dφ,

i.e.,
An = {P | P : T −→ C, degP ≤ n, ∥P∥ <∞}.

Also, we set

(
∑
n∈N

⊕An)(1) = {(Pn) : Pn ∈ An,
∑
n∈N

∥Pn∥ <∞}.

Following lemma plays an important role in the proof of Theorm 2.1.

Lemma 1.4. For each f ∈ Hp
2π,µ(G) there exists αk ∈ C with f(ω) =∑∞

k=−∞ αke
ikω where the series converges uniformly on compact sub-

sets. Moreover for each k ∈ Z

αk =
1

2π

∫ ∞

0

∫ π

−π
e−ikx+ktf(x+ it)dx

dµ(t)

µ((0,∞))
.

Proof. The proof of the first assertion of the lemma is very similar to
the proof of Proposition 2.1 of [1]. For the proofof the last assertion of
the lemma we use Hölder’s inequality. □
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2. Main results

Theorem 2.1. (1) For 1 < p < ∞, the Banach space Hp
2π,µ(G) is

isomorphic to ℓp.
(2) If measure µ satisfies condition (B1), then H1

2π,µ is either iso-
morphic to ℓ1 or to (

∑
n∈N ⊕An)(1).
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L-DUNFORD-PETTIS SETS AND V-SETS

MANIJEH BAHREINI ESFAHANI
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Abstract. In this talk, we give some results on the L-Dunford-
Pettis sets in Banach spaces. We investigate the relation between
L-Dunford-Pettis sets and V-sets with respect to the space of op-
erators.

1. Introduction

In this talk, we denote real Banach spaces with X and Y . The unit
ball of X will be denoted by BX and X∗ will denote the continuous
linear dual of X. A continuous and linear map will be an operator T
from X to Y , and the adjoint of T will be denoted by T ∗. The set of
all operators from X to Y will be denoted by L(X, Y ).

An operator T : X → Y is called completely continuous (or Dunford-
Pettis) if T maps weakly null sequences in X into norm convergent
sequences in Y . Also, an operator T : X → Y is called unconditionally
convergent if it maps weakly unconditionally convergent series (wuc)
in X into unconditionally convergent series (uc) in Y . The set of all
unconditionally convergent operators from X to Y will be denoted by
UC(X, Y ).
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A bounded subset K of X is called a Dunford-Pettis (DP) subset of
X (resp., limited) if

lim
n
(sup{| x∗n(x) |: x ∈ K}) = 0

for each weakly null (resp., w∗-null) sequence (x∗n) in X
∗.

It is well-known that every relatively compact subset of X is limited
and every limited subset of X is Dunford-Pettis.

Closely related to the notions of DP-sets and limited sets is the
idea of an L-set, see, for instance, Bator [3] and Emmanuele [4, 5]. A
Bounded subset K of X∗ is called an L-subset of X∗ if

lim
n
(sup{| x∗(xn) |: x∗ ∈ K}) = 0

for each weakly null sequence (xn) in X.
A bounded subset K of X (resp., K of X∗) is called a V∗-subset

(resp., V-subset of X∗) of X if

lim
n
(sup{| x∗n(x) |: x ∈ K}) = 0 (resp., lim

n
(sup{| x∗(xn) |: x∗ ∈ K}) = 0)

for each wuc series
∑
x∗n in X∗ (resp.,

∑
xn in X).

In [1] and [2], we studied Banach spaces in which every V-set in the
dual space is an L-set and Banach spaces in which every V∗-set is a
Dunford-Pettis set .

Recently, Retbi andWahbi in [6] introduced the concept of L-Dunford-
Pettis sets and L-Dunford-Pettis property in Banach spaces. A norm
bounded subset A of the dual space X∗ is called an L-Dunford-Pettis
set if every weakly null sequence (xn), which is a Dunford-Pettis set in
X converges uniformly to zero on A.

2. Main results

At first, we investigate the relation between V-sets and L-Dunford-
Pettis sets in dual spaces.

Theorem 2.1. Let X be a Banach space. If every V-subset of X∗ is
relatively compact, then every V-set in X∗ is an L-Dunford-Pettis set
in X∗.

The next theorem gives a sufficient condition for a Banach space
which every V-set in the dual space be an L-Dunford-Pettis set with
respect to the space of unconditionally convergent operators.

Theorem 2.2. Let X be a Banach space and for every Banach space
Y , every unconditionally convergent operator T : X → Y is completely
continuous. Then every V-set in X∗ is an L-Dunford-Pettis set.



L-DUNFORD-PETTIS SETS AND V-SETS 13

It is well-known that a Banach space X has the Dunford-Pettis rel-
atively compact property (DPrcP) if every Dunford-Pettis subset of X
is relatively compact. Certainly, every Schur space has the DPrcP.

For a Banach space X, we showed in [2] that X has the property
(MB) and X∗ has the DPrcP if and only if every V-subset of X∗ is
relatively compact.

For Banach spaces X and Y , in [2], we showed that X has the
property (MB∗) if an operator T : Y → X is compact whenever
T ∗ : X∗ → Y ∗ is an unconditionally convergent operator. In the next
theorem, we give a chracterization of Banach spaces with the property
(MB) which it’s dual has the DPrcP.

Theorem 2.3. Suppose that X is a Banach spaces. Suppose for every
Banach space Y , every unconditionally convergent operator T : X → Y
is compact. Then every V-subset of X∗ is an L-set and ℓ1 ̸↪→ X .
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POINT ALGORITHM IN REFLEXIVE BANACH
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Abstract. In this paper, we consider a hybrid projection algo-
rithm for a countable family of mappings of type (P) in Banach
spaces. We prove that the generated sequence by the algorithm
converges strongly to the common fixed point of the mappings.
Furthermore, we apply the result for resolvent of maximal mono-
tone operator for finding a zero of it. The obtained results extend
some results in this context.

1. Introduction

One method for approximation of a zero of a maximal monotone
operator is the proximal point algorithm. Recently, some authors in-
troduced and studied some modified algorithm of proximal type and
thier convergence in Banach spaces; see Li and Song [4], Matsushita
and Xu [5], Dadashi and Khatibzadeh [3]. Very recently, Dadashi and
Postolache [2] introduced a hybrid proximal point algorithm for special
mappings in Banach spaces. They proved strong convergence of the
generated sequence by the algorithm in Banach spaces. The mappings
in the theorem have to satisfy in a condition, named condition (Z).
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The aim of this paper is to remove condition (Z) and prove an strong
convergence theorem. The results can be applied for finding a solution
of equilibrium problem and minimizer of a convex function.

2. Preliminaries

Let X be a real Banach space. The normalized duality mapping J
from X into the family of nonempty w∗-compact subsets of its dual X∗

is defined by

J(x) = {x∗ ∈ X∗ : ⟨x∗, x⟩ = ∥x∥2 = ∥x∗∥2},
for each x ∈ X. Let C be a nonempty closed convex subset of X. For
every point x ∈ X, there exists a unique nearest point in C, denoted
by PC(x), such that

∥x− PC(x)∥ ≤ ∥x− y∥, (y ∈ C).

PC is called the metric projection of X onto C.

Lemma 2.1 ([1]). Let X be a smooth, strictly convex, and reflexive
Banach space, {xn} a sequence in X, and x ∈ X. If ⟨xn − x, Jxn −
Jx⟩ → 0, then xn ⇀ x, Jxn ⇀ Jx, and ∥xn∥ → ∥x∥.

Definition 2.2. The multifunction A : X → 2X
∗
is called a monotone

operator if for every x, y ∈ X,

⟨x∗ − y∗, x− y⟩ ≥ 0, (x∗ ∈ A(x), y∗ ∈ A(y)).

A monotone operator A : X → 2X
∗
is said to be maximal monotone,

when its graph is not properly included in the graph of any other
monotone operator on the same space.

3. Main results

Let X be a smooth Banach space and C a nonempty subset of X.
A mapping T : C → X is said to be of type (P) if

⟨Tx− Ty, J(x− Tx)− J(y − Ty)⟩ ≥ 0,

for all x, y ∈ C (see [1]). A mapping S : C → X is said to be of type
(R) if

⟨x− Sx− (y − Sy), J(Sx)− J(Sy)⟩ ≥ 0.

It is easy to see that T is of type (P) if and only if S = I − T is of
type (R). The set of all fixed points of T is denoted by F (T ), that is
F (T ) = {x ∈ C | x = Tx}.

Theorem 3.1. Let X be a smooth, strictly convex, and reflexive Ba-
nach space, C a nonempty subset of X and Tn : C → X a family of
mappings of type (P). Then the following hold:
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(1) If {xn} is a bounded sequence in C and {Tnx} is bounded for
some x ∈ X or

∩∞
n=1 F (Tn) ̸= ∅, then {Tnxn} is bounded.

(2) Assune that the norm of X is Fréchet differentiable. If {xn} is
a sequence in C such that xn → x ∈ C and Tnx → Tx, then
Tnxn ⇀ Tx, J(xn − Tnxn) ⇀ J(x − Tx) and ∥xn − Tnxn∥ →
∥x− Tx∥.

(3) If X has the Kadec-Klee property, then Tnxn → Tx.

Theorem 3.2. Let X be a smooth, strictly convex, and reflexive Ba-
nach space such that the norm of X is Fréchet differentiable, C a
nonempty closed convex subset of X and Tn : C → X a family of
mappings of type (P) and F :=

∩∞
n=0 F (Tn) ̸= ∅. Suppose that T is a

mapping of C into X defined by Tz = lim
n→∞

Tnz for all z ∈ C such that

F (T ) = F . Then the sequence {xn} generated by

xn = PCn(x), yn = Tn(xn),

and

Cn+1 = {z ∈ Cn : ⟨yn − z, J(xn − yn)⟩ ≥ 0} ,
where C1 = C and x ∈ X, converges strongly to PF (x).

Remark 3.3. Let H be a Hilbert space, a mapping T : C → H is said
to be firmly nonexpansive if

∥Tx− Ty∥2 ≤ ⟨x− y, Tx− Ty⟩,

for all x, y ∈ C. It is obvious that if a mapping T : C → H is firmly
nonexpansive, then

⟨Tx− Ty, (x− Tx)− (y − Ty)⟩ ≥ 0,

holds for all x, y ∈ C and hence T is of type (P).

Theorem 3.4. Let H be a Hilbert space, C a nonempty closed convex
subset of H, {Tn} a sequence of firmly nonexpansive mappings of C
into H such that F :=

∩∞
n=1 F (Tn) ̸= ∅. Consider T be a mapping of

C into X defined by Tz = lim
n→∞

Tnz for all z ∈ C such that F (T ) = F .

Let x ∈ H, {xn} be a sequence in C and {Cn} a sequence of closed
convex subsets of H defined by C1 = C and

xn = PCn(x), yn = Tn(xn),

and

Cn+1 = {z ∈ Cn : ⟨yn − z, xn − yn⟩ ≥ 0} ,
for n ∈ N. Then {xn} converges strongly to PF (x).
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4. Proximal Point Method

Definition 4.1. Let X be a smooth, strictly convex, and reflexive
Banach space and A : X → 2X

∗
be a maximal monotone operator.

The operator Jλ : X → D(A) defined by Jλ(x) = xλ is called the
resolvent of A which xλ satisfies in 1

λ
J(x− xλ) ∈ A(xλ).

Theorem 4.2. Let X be uniformly convex, A : X → 2X
∗
be maximal

monotone, F := A−1(0) ̸= ∅ and Jβn be the resolvent of A for βn > 0.
Suppose that the sequence {xn} generated by

yn = Jβn(x0), xn = αnu+ (1− αn)yn + en.

If αn → 0, βn → ∞ and en → 0, then xn → q = PF (x0).

Theorem 4.3. Let X be a smooth, strictly convex, and reflexive Ba-
nach space such that the norm of X is Fréchet differentiable. Sup-
pose that A : X → 2X

∗
be a maximal monotone operator such that

F := A−1(0) ̸= ∅. Let {xn} be a sequence in X and {Cn} a sequence
of closed convex subset of X defined by C1 = X and

xn = PCn(x), yn = Jβn(xn)

and
Cn+1 = {z ∈ Cn : ⟨yn − z, J(xn − yn)⟩ ≥ 0} ,

where x ∈ X, {βn} ⊂ (0,+∞) with βn → ∞ and Jβn is the resolvent
of A. Then {xn} converges strongly to the element PF (x) of F .
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Abstract. We consider vector parametric equilibrium problems
and improve some related theorems for existence of Henig efficient
solution for these problems. Also, we provide some applications.

1. Introduction and preliminaries

Equilibrium problems have played a crucial role in the optimization
theory. In recent years, as a generalization of some mathematical prob-
lems such as the vector variational inequality problems and optimiza-
tion problems, different types of equilibrium problems for set-valued
maps were intensively studied and many results on the existence of so-
lutions for equilibrium problems in different spaces were obtained, see
[3, 1, 4].

The outline of this paper is as follows. In this section, we define
a vector parametric equilibrium problem, Henig efficient solution for
vector parametric equilibrium problem, some preliminary definitions
and results which are utilized in the following. In Section 2, we obtain
some sufficient conditions for the existence of Henig efficient solution
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of vector parametric equilibrium problems and, finally, we obtain some
applications of vector parametric equilibrium problems.

Now, let us recall some definitions and preliminary results which
are used in the next sections. Let X, Y , W , and Z be Hausdorff
topological vector spaces and Λ, and P be Hausdorff topological spaces.
Let A, B and D be nonempty sets of X, W and Z, respectively, and
C : X ×Λ× P ⇒ Y be a set-valued mapping such that for any x ∈ X
and for any λ ∈ Λ, C(x, λ, p) is a closed and convex pointed cone in Y
such that int C(x, λ, p) ̸= ∅. Assume that e : X × Λ × P −→ Y is a
continuous vector-valued mapping satisfying e(x, λ, p) ∈ intC(x, λ, p).
Suppose that K1 : A × Λ −→ 2A, K2 : A × Λ −→ 2B and K3 :
A× Λ× P −→ 2D are defined. Let the machinery of the problems be
expressed by F : A×B×D×P −→ 2Y . For any subsets A and B, we
adopt the following notations

(u, v) r1 A×B means ∀u ∈ A, ∀v ∈ B,

(u, v) r2 A×B means ∀u ∈ A, ∃v ∈ B,

(u, v) r3 A×B means ∃u ∈ A, ∀v ∈ B,

and

β1(A,B) means A ⊆ B,

β2(A,B) means A ∩B ̸= ∅.
For r ∈ {r1, r2, r3} and β ∈ {β1, β2}, we consider the following para-

metric vector quasi-equilibrium problems:

(Prβ) ∀(λ̄, p̄) ∈ Λ× P find x̄ ∈ clK1(x̄, λ̄) such that

(y, z) r K2(x̄, λ̄)×K3(x̄, λ̄, p̄), β
(
F (x̄, y, z, p̄), Y \ −int C(x̄, λ̄, p̄)

)
.

We denote the set of the solutions of above problem by HSrβ(λ̄, p̄).
Let B(x, λ, p) be a base of C(x, λ, p). Then, 0 ̸∈ cl (B(x, λ, p)). Let UY
be the open ball in Y . Let

δ = sup{t > 0 : (tUY ) ∩B(x, λ, p) = ∅}.
Set VB(x,λ,p) =

1
2
δUY . Then VB(x,λ,p) is an open convex neighbourhood

of 0 ∈ Y. We denote cone (B(x, λ, p) + UY ) with CUY
(B(x, λ, p)). The

following definition is a generalization of the definition in [1, 4].

Definition 1.1. x̄ ∈ clK1(x, λ) is called a Henig efficient solution of
Problem (Pr) if there exists a neighbourhood UY of 0 such that

(y, z) r K2(x̄, λ̄)×K3(x̄, λ̄, p̄) : F (x̄, y, z, p̄) ⊆ Y \−int CUY
(B(x, λ, p)).

Special cases of the above problem are considered in [3, 4]. In the
sequel, we study special cases of Henig efficient solution of Problem
(Prβ).
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Remark 1.2. If C : X × P −→ 2Y is a fix map, i.e., for any x ∈ X and
p ∈ P, C(x, p) = C is convex, closed and pointed cone in Y, then the
above definition is a generalization of Definition 4.1 in [4] and Definition
4.3 in [2] for optimization problems.

Definition 1.3. A set-valued operator T : X −→ 2Y is called:

(a) closed if Gr(T ) = {(x, y) ∈ X × Y : y ∈ T (x), x ∈ X} is a
closed subset of X × Y,

(b) intersectionally closed on A ⊆ X if∩
x∈A

cl (T (x)) = cl (
∩
x∈A

T (x)),

(c) finite-intersection map (FI-map) iff there exists a topology on
X such that:
(i) the family (T (y))y∈Y has the weak finite intersection prop-

erty in the sense that (clT (y))y∈Y has the finite intersec-

tion property (i.e., each finite intersection of its sets is
nonempty),

(ii) T is intersectionally closed,
(iii)

∩
y∈N̄ clT (y) is compact for some N̄ ∈< Y >.

Theorem 1.4 (Theorem 1 in [3]). Let X be a topological vector space,
Y be a nonempty set of X and T : X −→ 2Y . Then,

∩
x∈X T (x) ̸= ∅ if

and only if T is an FI-map.

2. Main results

In this section, we obtain some sufficient conditions for existence
of Henig efficient solution of vector parametric equilibrium problems.
Continue by an idea [5], let us define the set-valued maps L : Λ −→ 2X

as follows L(λ) = (X \ Ē(λ)) ∪ (Ē(λ) \ Γ(λ)), where, Γ(λ) = {x ∈ X :
(y, z) r K2(x̄, λ̄)×K3(x̄, λ̄, p̄) : F (x̄, y, z, p̄) ⊆ Y \−int CUY

(B(x, λ, p))},
and Ē(λ) = {x ∈ X : x ∈ clK1(x, λ)}.

Theorem 2.1. Suppose L(λ) is compact or
∩
x∈N clK1(x, λ) is compact

for some N ⊆ X \ Ē(λ). Then, there exists a Henig efficient solution
for Problem (Prβ).

The above theorem improves the obtained results in [1, 4].
Now, we will go into further details for three special cases of Problem

(Prβ(λ, p)) mentioned in the introduction.

(1) Let T : X × Λ × P ⇒ L(X, Y ) be a set-valued map, where
L(X, Y ) the space of all continuous linear maps of X into Y
provided with the pointwise convergence topology, and g : X×
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P −→ X and η : X × X −→ X be such that for all x ∈ X
and p ∈ P , η(x, g(x, p)) = 0. If for any x ∈ X, λ ∈ Λ and
p ∈ P we define K1(x, λ) = K2(x, λ), K3(x, λ, p) = T (x, λ, p)
and F (x, y, z, p) = ⟨z, η(y, g(x, p))⟩, then by assuming r = r2
and β = β2, Problem (P3rβ(λ, p)) becomes perturbed vector
Stampacchia quasi-variational inequality

x̄ ∈ V S(λ̄,p̄)(T,K1) ⇐⇒ x̄ ∈ clK1(x̄, λ̄) :

∀y ∈ K1(x̄, λ̄), ∃z ∈ T (x̄, λ̄, p̄)

⟨z, η(y, g(x̄, p̄))⟩ ̸∈ −intC(x̄, λ̄, p̄).

Furthermore, by assuming r = r1 and β = β1, and T : Y ×Λ×
P ⇒ L(X, Y ) withK4(y, λ, p) = T (y, λ, p), Problem (P4rβ(λ, p))
becomes perturbed vector Minty quasi-variational inequality

x̄ ∈ VM (λ̄,p̄)(T,K1) ⇐⇒ x̄ ∈ clK1(x̄, λ̄) :

∀y ∈ K1(x̄, λ̄), ∀z ∈ T (y, λ̄, p̄)

⟨z, η(y, g(x̄, p̄))⟩ ̸∈ −intC(x̄, λ̄, p̄).

(2) If, for all x̄ ∈ X, p̄ ∈ P and λ̄ ∈ Λ,

K3(x̄, λ̄, p̄) := K1(x̄, λ̄),

and for x, y ∈ A, λ ∈ Λ and y ∈ K2(x, λ) we define F (x, y, z, p) =
K2(z, λ)− {y}, then by assuming r = r3 and β = β1, Problem
(P3rβ(λ, p)) becomes

∃x̄ ∈ clK1(x̄, λ̄) : ∃y ∈ K2(x̄, λ̄) such that

∀z ∈ K1(x̄, λ̄) K2(z, λ̄)− {y} ⊆ Y \ −intC(x̄, λ̄, p̄),

which is perturbed optimization problem for set-valued map
K2.
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Abstract. In this paper, we first consider a broad class of non-
linear mappings containing the class of (α,β)-generalized hybrid
mappings in Hilbert spaces. Then, we deal with fixed point theo-
rem for these nonlinear mappings.

1. Introduction

Let H be a real Hilbert space and let C be a nonempty closed convex
subset of H. Then a mapping T : C → C is said to be nonexpansive if
∥Tx−Ty∥ ≤ ∥x− y∥ for all x, y ∈ C. We know that if C is a bounded
closed convex subset of H and T : C → C is nonexpansive, the set
F (T ) of fixed points of T is nonempty [1].

Very recently, Kocourek, Takahashi and Yao [2] introduced the fol-
lowing nonlinear mapping: Let C be a nonempty closed convex subset
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of H. Then, a mapping T : C → C is said to be (α,β)-generalized
hybrid if there are α, β ∈ R such that

α∥Tx− Ty∥2 + (1− α)∥x− Ty∥2 ≤ β∥Tx− y∥2 + (1− β)∥x− y∥2

for all x, y ∈ C.

Theorem 1.1 ([2]). Let C be a nonempty closed convex subset of a
Hilbert space H and let T : C → C be a (α,β)-generalized hybrid
mapping. Then T has a fixed point in C if and only if {T nx} is bounded
for some x ∈ C.

In this paper, motivated by Kocourek, Takahashi and Yao [2], we
introduce a broad class of mappings T : C → C such that for some
α, β, γ,m1,m2 ∈ R,

α∥Tx− Ty∥2 + (m1 − α+ γ)∥x− Ty∥2 − (β + (β − α)γ)∥Tx− y∥2

−(m2 − β − (β − α− 1)γ)∥x− y∥2 ≤ 0

for all x, y ∈ C. We call such a mapping an (α, β, γ, m1, m2)-
generalized hybrid mapping.

Remark 1.2. Let C be a nonempty subset of a Hilbert space and
T : C → C. The class of (α, β, γ, m1, m2)-generalized hybrid
mappings contain many important classes of nonlinear mappings. For
example, an (α, β, γ, m1, m2)-generalized hybrid mapping is nonex-
pansive for (1, 0, 0, 1, 1), nonspreading [3] for (2, 1, 0, 1, 1), hybrid [5]
for (3/2, 1/2, 0, 1, 1), TY [5] for (1, 1/2, 0, 1, 1) and (α,β)-generalized
hybrid [2] for (α, β, 0, 1, 1). We can also show that if x = Tx and
0 < m2 + γ ≤ m1 + γ, then for any y ∈ C

α∥x− Ty∥2 + (m1 − α+ γ)∥x− Ty∥2 − (β + (β − α)γ)∥x− y∥2

−(m2 − β − (β − α− 1)γ)∥x− y∥2 ≤ 0

and hence ∥x − Ty∥ ≤ ∥x − y∥. This means that an (α, β, γ, m1,
m2)-generalized hybrid mapping with a fixed point and condition 0 <
m2 + γ ≤ m1 + γ is quasi-nonexpansive [2].

It is well known that the set of fixed points of a quasi-nonexpansive
mapping T , is closed and convex [4].

Let l∞ be the Banach space of bounded sequences with supremum
norm. Let µ be an element of (l∞)∗ (the dual space of l∞). Then, we
denote by µ(f) the value of µ at f = (x1, x2, x3, ...) ∈ l∞. Somtimes,
we denote by µn(xn) the value µ(f). A linear functional µ on l∞ is
called a mean if µ(e) = ∥µ∥ = 1, where e = (1, 1, 1, ...). A mean µ is
called a Banach limit on l∞ if µn(xn+1) = µn(xn). We know that there
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exists a Banach limit on l∞ . If µ is a Banach limit on l∞, then for
f = (x1, x2, x3, ...) ∈ l∞,

lim inf xn ≤ µn(xn) ≤ lim sup xn.

In particular, if f = (x1, x2, x3, ...) ∈ l∞ and xn → a ∈ R, then we have
µ(f) = µn(xn) = a. For a proof of existence of a Banach limit and its
other elementary, see [1].

Using Banach limits, Takahashi and Yao [5] proved the following
fixed point theorem.

Theorem 1.3. Let H be a Hilbert space. Let C be a nonempty closed
convex subset of H and let T be a mapping of C into itself. Suppose
that there exists an element x ∈ C such that {T nx} is bounded and

µn∥T nx− Ty∥2 ≤ µn∥T nx− y∥2, ∀y ∈ C

for some Banach limit µ. Then, T has a fixed point in C.

2. Main results

In this section, we first prove the following fixed point theorem for
(α, β, γ, m1, m2)-generalized hybrid mappings in a Hilbert space.

Theorem 2.1. Let C be a nonempty closed convex subset of a Hilbert
space H and T : C → C be a (α, β, γ, m1, m2)-generalized hybrid
mapping with condition 0 < m2 + γ ≤ m1 + γ. Then T has a fixed
point in C if and only if {T nz} is bounded for some z ∈ C.

Proof. If F (T ) ̸= ∅, then {T nz} = {z} for z ∈ F (T ). So, {T nz}
is bounded. We show the reverse. Take z ∈ C such that {T nz} is
bounded, since T : C → C is a (α, β, γ, m1, m2)-generalized hybrid
mapping, there are α, β, γ,m1,m2 ∈ R such that

α∥Tx− Ty∥2 + (m1 − α+ γ)∥x− Ty∥2 − (β + (β − α)γ)∥Tx− y∥2

−(m2 − β − (β − α− 1)γ)∥x− y∥2 ≤ 0

for all x, y ∈ C.
Now if µ is a Banach limit, then for any y ∈ C and n ∈ N ∪ {0}, we

have

α∥T n+1z−Ty∥2+(m1−α+γ)∥T nz−Ty∥2−(β+(β−α)γ)∥T n+1z−y∥2

−(m2 − β − (β − α− 1)γ)∥T nz − y∥2 ≤ 0.

Since {T nz} is bounded, we can apply a Banach limit µ to both sides
of the inequality. Then, we have

µn(α∥T n+1z−Ty∥2+(m1−α+γ)∥T nz−Ty∥2−(β+(β−α)γ)∥T n+1z−y∥2

−(m2 − β − (β − α− 1)γ)∥T nz − y∥2) ≤ 0.
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So, we obtain

αµn∥T n+1z − Ty∥2 + (m1 − α + γ)µn∥T nz − Ty∥2

− (β + (β − α)γ)µn∥T n+1z − y∥2

− (m2 − β − (β − α− 1)γ)µn∥T nz − y∥2 ≤ 0

and hence

αµn∥T nz − Ty∥2 + (m1 − α + γ)µn∥T nz − Ty∥2

− (β + (β − α)γ)µn∥T nz − y∥2

− (m2 − β − (β − α− 1)γ)µn∥T nz − y∥2 ≤ 0.

This implies

(m1 + γ)µn∥T nz − Ty∥2 ≤ (m2 + γ)µn∥T nz − y∥2

for all y ∈ C. So, we obtain, by condition 0 < m2 + γ ≤ m1 + γ,

µn∥T nz − Ty∥2 ≤ µn∥T nz − y∥2

for all y ∈ C. By Theorem 1.3, we have a fixed point in C. □
As a direct consequence of Theorem 2.2, we have the following result.

Corollary 2.2. Let C be a nonempty closed convex bounded subset of
a Hilbert space H and let T : C → C be a (α, β, γ, m1, m2)-generalized
hybrid mapping with condition 0 < m2 + γ ≤ m1 + γ. Then T has a
fixed point.
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Abstract. In this paper, we construct a fuzzy inner product
space from classical inner product space on C. We define fuzzy
norm in the sense of Bag and Samanta by fuzzy inner product func-
tion which is induced from fuzzy inner product. Also, we define
fuzzy Hilbert spaces and fuzzy frame in the fuzzy Hilbert spaces.

1. preliminaries

In this section, some definitions and preliminaries are given which
will be used in this paper.

Definition 1.1 ([4]). Let U be a linear space over the field C of complex
numbers. Let µ : U ×U ×C −→ I = [0, 1] be a mapping such that the
following hold:

(FIP1) For s, t ∈ C, µ (x+ y, z, |t|+ |s|) ≥ min {µ (x, z, |t|) , µ (y, z, |s|)}.
(FIP2) For s, t ∈ C, µ (x, y, |st|) ≤ min {µ (x, x, |s|2) , µ (y, y, |t|2)}.
(FIP3) For t ∈ C, µ (x, y, t) = µ

(
x, y, t

)
.

(FIP4) µ (αx, y, t) = µ(x, y, t/|α|), α (̸= 0) ∈ C, t ∈ C.
(FIP5) ∀t ∈ C\R+, µ (x, x, t) = 0.
(FIP6) (∀t > 0, µ (x, x, t) = 1) iff x = 0.
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(FIP7) µ (x, x, .) : R −→ I is a monotonic non-decreasing function of
R and limt→∞ µ (αx, x, t) = 1.

We call µ a fuzzy inner product function on U and (U, µ) is called a
fuzzy inner product space (FIP space).

Theorem 1.2 ([4]). Let U be a linear space over C. Let µ be an FIP
on U . Then

N (x, t) =

{
µ (x, x, t2) t ∈ R, t > 0
0 t ≤ 0

is a fuzzy norm on U .
Now, if µ satisfies the following conditions:

(FIP8) ∀t > 0, µ (x, x, t2) > 0 ⇒ x = 0.
(FIP9) For all x, y ∈ U and p, q ∈ R,

µ
(
x+ y, x+ y, 2q2

)
∧ µ

(
x− y, x− y, 2p2

)
≥ µ

(
x, x, p2

)
∧ µ

(
y, y, q2

)
.

Then ∥x∥α = ∧{t > 0 : N (x, t) ≥ α}, (α ∈ (0, 1)), is an ordinary
norm satisfying parallelogram law.

Using Polarization identity, we can get ordinary inner product, called
the ⟨., .⟩α-inner product, for α ∈ (0, 1), as follows:

⟨x, y⟩α =
1

4

(
∥x+ y∥2α − ∥x− y∥2α

)
+

1

4
i
(
∥x+ iy∥2α − ∥x− iy∥2α

)
.

Definition 1.3 ([4]). (1) Suppose (U, µ) is an FIP space satisfying
(FIP8). Then U is said to be level complete if for any α ∈
(0, 1), every Cauchy sequence converges w.r.t. ∥.∥α (the α-norm
generated by the fuzzy norm N which is induced by fuzzy inner
product µ).

(2) Let (U, µ) be an FIP space. Then U is said to be a fuzzy Hilbert
space if it is level complete.

2. Main results

Example 2.1. Let (U, ⟨., .⟩) be a real inner product space. Define func-
tion µ : U × U × R → [0, 1] by

µ(x, y, t) =


|t|

|t|+ ∥x∥∥y∥
0

if t > ∥x∥∥y∥
if t ≤ ∥x∥∥y∥.

We can show that µ is a fuzzy inner product function and by Theorem
1.2, we have fuzzy norm on U . Since conditions (FIP8) and (FIP9) are
satisfied, so we will have a fuzzy Hilbert space.
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Definition 2.2. Let (U, µ) be a fuzzy Hilbert space satisfying ( FIP8)
and (FIP9) and α ∈ (0, 1). A countable family of elements {xk}∞k=1 in
U is a fuzzy frame for U if there exist constants A,B > 0 such that for
all x ∈ U and α ∈ (0, 1):

A∥x∥2α ≤
∑∞

k=1 |⟨x, xk⟩α|2 ≤ B∥x∥2α.

The numbers A and B are called frame bounds. They are not
unique. The optimal lower frame bound is supremum over all lower
frame bounds, and the optimal upper frame bound is the infimum over
all upper frame bounds. Note that the optimal frame bounds are actu-
ally frame bounds. If ∥xk∥α = 1 then the fuzzy frame is normalized. A
fuzzy frame {xk}∞k=1 is tight if we can choose A = B in the definition
above and if A = B = 1 we call it a Parseval fuzzy frame.

Remark 2.3. The Cauchy-Schwarz inequality shows that
∞∑
k=1

|⟨x, xk⟩α|2 ≤
∞∑
k=1

∥xk∥2∥x∥2α ≤ B∥x∥2α,

i.e., the upper fuzzy frame condition is automatically satisfied.

Theorem 2.4. Let (U, µ) be a fuzzy Hilbert space satisfying (FIP 8)
and (FIP 9) and α ∈ (0, 1) and {ek}∞k=1 be an α-fuzzy orthonormal
sequence in U . Then for every x ∈ U ,

∞∑
k=1

|⟨x, xk⟩α|2 ≤ B∥x∥2α.
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Abstract. We characterize the resolvent subalgebra RA for a ma-
trix operator A on a finite dimensional Hilbert space H. Then we
show that RA = Rc

A =
{
T ∈ L(H) : N (A) ∈ Lat(T )

}
. Also in the

infinite dimensional case we show that if A is surjective or bounded
bellow then RA =

{
T ∈ L(H) : N (A) ∈ Lat(T )

}
.

1. Introduction

Suppose that H is a separable infinite dimensional complex Hilbert
space and L(H) is the algebra of all bounded linear operators on H.
The closed subspace M ⊂ H is said to be an invariant subspace of the
collection S ⊂ L(H), if it is invariant for all A ∈ S, i.e., AM ⊂ M for
each A ∈ S. At the same token, M is called a hyperinvariant subspace
of A if it is invariant for its comutant

{A}′ = {T ∈ L(H) : TA = AT}.
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The existence of hyperinvariant subspaces of a bounded linear oper-
ator on a Hilbert space is a long-standing problem, and has recently
attracted the attention of a great number of mathematicians.

Deddens [1] introduced the algebra

BA = {T ∈ L(H) : sup
m≥1

∥AmTA−m∥ <∞}

for an invertible linear operator A ∈ L(H). It is clear that {A}′ ⊂
BA, and thus every invariant subspace of BA is also a hyperinvariant
subspace of A.

Assuming that, for each integer m ≥ 1, the operator 1 + mA is
invertible, the resolvent algebra is

RA = {T ∈ L(H) : sup
m≥1

∥(1 +mA)T (1 +mA)−1∥ <∞}.

Clearly {A}′ ⊂ RA. In [4], it was shown that RA = {A}′, when A is
a nilpotent operator. In [2], it was shown that RA posses nontrivial
invariant subspaces, when A is an algebraic operator of degree 2. More
properties of RA for algebraic operators were studied in [3].

To introduce the last algebra that we will consider, let

Rm =

(
∞∑
n=0

A∗nAn(
r(A) + 1

m

)2n
)1/2

,

where r(A) is the spectral radius of A. Then define

BA = {T ∈ L(H) : sup
m≥1

∥RmTR
−1
m ∥ <∞}

that was defined in [5]. We characterize the elements of RA .
In [3], it is introduced the resolvent space Ra in some Banach algebra

A as follows;

Ra = {b ∈ A : lim inf
w→∞,w∈C

(1− wa)b(1− wa)−1 <∞}

and it is shown that if A = L(X ) and A ∈ L1(X ), then the resolvent
spaces

RA = {T ∈ L(X ) : N (A) ∈ Lat(T )} (1.1)

It is easy to see that this fact holds for resolvent algebras. Hence, the re-
solvent space coincides with resolvent algebras for algebraic operators.
In the next section we show that RA = {T ∈ L(H) : N (A) ∈ Lat(T )}
for some special operators A. We recall that a subspace M reduces an
operator A, if M and M⊥ are invariant subspaces for T .
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2. Resolvent of finite rank operators

LetH be a finite dimensional space, {ei : i = 1, ..., n} be the standard
basis of H and A = (aij) be a matrix operator on H with respect to
{ei : i = 1, ..., n}. In this case we give the following lemma:

Lemma 2.1. Let A = (aij) and assume that I+mA is invertible. Then
for each i = 1, . . . , n

(1 +mA)−1ei =
n∑
i=1

αijej, (2.1)

where

αij =
Mij

det(bij)
.

and Mij is the cofactor of the matrix

(bij) = (δij +maij).

Using the above lemma, in the finite dimensional case, we have the
following theorem:

Theorem 2.2. Let A = (aij) ∈ L(H). Then

RA = Rc
A =

{
T ∈ L(H) : N (A) ∈ Lat(T )

}
.

Now we consider the resolvent algebra of invertible, surjective and
bounded bellow operators on an infinite dimensional Hilbert space.
Note that ifM ⊂ H and L(H), then using H =M ⊕M⊥, we can write
T as follows

T =

(
T1 T2
T3 T4

)
where T1 : N (A) → N (A), T2 : N (A)⊥ → N (A), T3 : N (A) → N (A)⊥,
and T4 : N (A)⊥ → N (A)⊥.

The following theorems show that (1.1) is valid for surjective or
bounded bellow operators.

Theorem 2.3. Let A be a surjective operator on H. Then

RA = {T ∈ L(H) : N (A) ∈ Lat(T )}.

Theorem 2.4. Let A be a bounded below operator on H. Then we have

RA = L(H) = {T ∈ L(H) : N (A) ∈ Lat(T )}.

Proof. Let A be a bounded below operator then there exists γ > 0 such
that ∥Ax∥ ≥ γ∥x∥, for any x ∈ H. Invertibility of 1+mA implies that

(1 +mA)−1A = 1−(1+mA)−1

m
. So, for any x ∈ H with ∥x∥ = 1 we have
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γ∥(1 +mA)−1x∥ ≤ ∥A(1 +mA)−1x∥ ≤ 1 + ∥(1 +mA)−1x∥
m

.

Hence

∥(1 +mA)−1∥ ≤ 1

γm− 1
,

therefore supm ∥(1 +mA)T (1 +mA)−1∥ <∞. □
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Abstract. In this paper we present a common fixed point theo-
rem for a family of self set-valued mapping on a paracompact sub-
set of a locally convex topological vector space. Some examples
are given in order to illustrate and show the main theorem im-
proves the corresponding results in this area. Furthermore, some
applications of the main theorem are stated.

1. Introduction

It is well known that many problems in topology, nonlinear analy-
sis, mathematical economics, and game theory give rise to fixed point
problems for some uni-valued or set-valued mappings. The fixed point
theory of set-valued mappings began in 1973 [1]. In some recent pa-
pers, for example [5], by using some new concepts of generalized KKM
mappings, the authors establish common fixed point theorems for fami-
lies of set-valued mappings in Hausdorff topological vector spaces. The
main result of this paper fits in this group of results. In the last part of
the paper, there is an analogue of Theorem 4.1 [4] with less condition.
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LetX be a topological space, we briefly recall some known definition.

Definition 1.1. A cover of X is a collection of X whose union contains
X. In symbols, if U = {Ui : i ∈ I} is an indexed family of subsets X,
then U is a cover of X, if X ⊆

∪
i∈I Ui. A cover is open if all its

members are open sets.

Definition 1.2. A refinement of a cover of X is a new cover of the
same space such that every set in the new cover is a subset of some set
in the old cover. In symbols, the cover V = {Vj : j ∈ J} is a refinement
of the cover U = {Ui : i ∈ I} if and only if, for any Vj in V , there exist
some Ui in U such that Vj is contained in Ui.

Definition 1.3. An open cover of X is locally finite if every point of
the space has a neighborhood that intersects only finitely many sets in
the cover. In symbols, U = {Ui : i ∈ I} is locally finite if and only if,
for any x ∈ X there exists some neighbourhood V (x) of x such that
the set {i ∈ I : Ui

∩
V (x) ̸= ∅} is finite

Definition 1.4 ([6]). X is said to be paracompact if every open cover
has a locally finite open refinement.

Example 1.5. Every compact space is paracompact.

Theorem 1.6 ([6]). Every metric space is paracompact.

Definition 1.7. Let X be a topological space and let {Ui}i∈I be an
open cover of X. A partition of unity relative to the cover {Ui}i∈I
consist of a collection of continuous functions fi : X → [0, 1] such that:

(i) for every function fi : X → [0, 1] from the collection, there is an
open set from the cover such that the support of fi is contained
in Ui.

(ii) for every point x ∈ X there is a neighborhood Wx of x such
that all but finitely many of the functions in the collecion are
identically 0 in Wx.

(iii)
∑

i∈I fi(x) = 1.

Theorem 1.8 ([6]). Every paracompact Hausdorff space admits par-
tions of unity subordinate to any open cover.

Definition 1.9. A multifunction T : X ⇒ Y between topological
spaces is called:

(i) upper semi-continuous (u.s.c.) at x ∈ X if for each open set
V containing T (x), there is an open set U containing x such
that for each t ∈ U , T (t) ⊆ V ; T is said to be u.s.c. on X if it
is u.s.c. at all x ∈ X.
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(ii) lower semi-continuous (l.s.c.) at x ∈ X if for each open set
V with T (x)

∩
V ̸= ∅, there is an open set U containing x such

that for each t ∈ U , T (t)
∩
V ̸= ∅; Φ is said to be l.s.c. on X if

it is l.s.c. at all x ∈ X.

(iii) continuous on X if it is at the same time u.s.c. and l.s.c. on
X.

(v) closed if the graph Gr(T ) of T , i.e., {(x, y) : x ∈ X, y ∈ T (x)},
is a closed set in X × Y .

(vi) compact if the closure of range T , i.e., T (X), is compact,
where T (X) = ∪x∈XT (x).

Theorem 1.10. For a multifunction T : X ⇒ Y between topological
spaces and a point x ∈ X the following statements are equivalent:

1) The multifunction T is upper semicontinuous at x and T (x) is
compact.

2) For any net {xi} ⊆ X such that xi → x and for every yi ∈
T (xi), there exist y ∈ T (x) and a subnet {yj} of {yi} such that
yj → y.

Theorem 1.11 (Himmelberg). If X be a nonempty convex subset of
a locally convex space X and T : X ⇒ X is an upper semicontinuous
multifunction with nonempty closed convex values and compact, then
T has a fixed point.

The following lemma is an application of a minimax theorem.

Lemma 1.12. Let D be a compact convex and K be a nonempty convex
subset of topological vector space X and P : D ×K → R be a concave
and upper semicontinuous in the first variable and convex in the second
variable such that

max
ξ∈D

P (ξ, y) ≥ 0 (y ∈ K),

then there exists ξ̄ ∈ D such that

P (ξ̄, y) ≥ 0 (y ∈ K).

2. Main results

In this section we are going to present a common fixed point theorem
for a family of self set-valued mapping on a paracompact subset of
a locally convex topological vector space. Moreover, some examples
to illustrate the main result are given. This result can be view as a
generalization of main result in [4].
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Theorem 2.1. Suppose that X be a non-empty, paracompact, convex
subset of a Hausdorff locally convex topological vector space E. Let {Ti :
X ⇒ X}i∈I be a family of nonempty, convex set valued mapping which
are compact and upper semicontinuous. If for any x ∈ X and each
nonempty finite family of indices J ⊆ I

x /∈ [conv (
∪
i∈J

Ti(x))− (
∪
i∈J

Ti(x))],

then the mapping Ti, i ∈ I, have a common fixed point.

Example 2.2. Let X = R+ and {Ti : i ∈ I} be a family indexed by
a set I, of set-valued mapping on X such that Ti(x) = [0, x], then the
mapping Ti, i ∈ I, have a common fixed point. Not that R+ is not
compact.

Example 2.3. Let X = R+ and Tn(x) = [0, nx], for n ∈ N, then the
mapping Tn, n ∈ N, have a common fixed point.

Now, let X be a compact and convex subset of a locally convex Haus-
dorff topological vector space E, Y be a convex subset of a topological
vector space F , S : X ⇒ Y be a set-valued mapping and f : E×Y → R
be a function. A Stampacchia-type variational inequality is stated as
follows:

(SV IP ) Find (x̄, ȳ) ∈ X×Y such that ȳ ∈ S(x̄) and f(x− x̄, ȳ) ≥
0, for all x ∈ X.

Theorem 2.4. Problem SV IP has a solution if the set-valued mapping
S is upper semicontinuous with nonempty, compact and convex values
and the bifunction f satisfies the following conditions:

• f is continuous on E × Y .
• For each y ∈ Y , f(., y) is linear.
• For each x ∈ E, f(x, .) is quasiconcave.
• For each x ∈ X the set

{u ∈ X −X : ∃y ∈ S(x) such that f(u, y) ≥ 0}
is convex.

In 2014, H. Huang and J. Zou proved the following result:

Theorem 2.5. Problem (SVIP) has a solution if all conditions of the-
orem 2.2 are satiesfied but without condition (iv).

We show that (SVIP) has a solution with less condition on f .

Theorem 2.6. Problem SV IP has a solution if the set-valued mapping
S is upper semicontinuous with nonempty, compact and convex values
and the bifunction f satisfies the following conditions:
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• f is upper semicontinuous on E × Y .
• For each y ∈ Y , f(., y) is convex and lower semicontinuous and
for each x ∈ E, f(x, .) is concave.

• For each y ∈ Y , f(0, y) = 0.
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Abstract. In this paper, we study the closed range property and
dense range property of modular operators on Hilbert C∗-modules.
Also, some results about the idempotent product of projections are
founded.

1. Introduction

The concept of generalized inverses of differential and integral oper-
ators antedated the generalized inverses of matrices, whose existence
was first noted by E. H. Moore, who defined a unique inverse (called by
him the general reciprocal) for every finite matrix (square or rectangu-
lar). In 1955 Penrose sharpened and extended Bjerhammars results on
linear systems, and showed that Moores inverse, for a given matrix A,
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is the unique matrix X satisfying the four equations (a)-(d) of Defini-
tion 1.5.The reader is referred to [1]–[7] and the references cited therein
for more details.

Throughout this paper X , Y and Z are Hilbert A-modules. Re-
call that a closed submodule in a Hilbert A-module is not necessarily
orthogonally complemented, however Lance in [5] proved that certain
submodules are orthogonally complemented as follows.

Theorem 1.1 (Theorem 3.2 in [5]). Suppose that T ∈ L(X ,Y) has
closed range. Then T ∗ ∈ L(Y ,X ) has closed range, and

(i) ker(T ) is orthogonally complemented and (ker(T ))⊥ = ran(T∗).
(ii) ran(T) is orthogonally complemented in Y, with (ran(T))⊥ =

ker(T∗).

Definition 1.2. An operator T in L(X ,Y) is said to be regular if there
is S in L(Y ,X ) such that TST = T and STS = S. In this case the
operator S is called pseudo-inverse of T .

We can see that, the pseudo-inverse of a closed range operator T
is unique. It is known that a bounded adjointable operator T has
pseudo-inverse if and only if ran(T) is closed [8].

Note that XA which is defined to be the linear span of {xa | x ∈
X , a ∈ A} is dense in X and if A is unital, then x.1 = x. Clearly
⟨X ,X⟩ = span{⟨x, y⟩|x, y ∈ X} is a ∗-bi-ideal of A.

Definition 1.3. If ⟨X ,X⟩ is dense in A, then X is called full. For
example A as an A-module is full.

Definition 1.4. Let X ,Y be Hilbert A-modules. For any x ∈ X and
y ∈ Y , we define θx,y : Y → X by

θx,y(z) = x⟨y, z⟩ (z ∈ Y).

It is clear that θx,y ∈ L(Y ,X ).

Definition 1.5. Let T ∈ L(X ,Y). The Moore-Penrose inverse T † of
T is an element in L(Y ,X ) which satisfies

(a) T T †T = T .
(b) T † T T † = T †.
(c) (T T †)∗ = T T †.
(d) (T † T )∗ = T †T .

Motivated by these conditions, T † is unique and T †T and T T † are
orthogonal projections, in the sense that those are selfadjoint idempo-
tent operators. Clearly, T is Moore-Penrose invertible if and only if
T ∗ is Moore-Penrose invertible, and in this case (T ∗)† = (T †)∗. The
following theorem is known.
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Theorem 1.6 (Theorem 2.2 in [9]). Suppose that T ∈ L(X ,Y). Then
the Moore-Penrose inverse T † of T exists if and only if T has closed
range.

Remark 1.7. Let X and Y be Hilbert A-modules and T ∈ L(X ,Y) has
closed range. Then ran(TT∗) = ran(T∗T). Moreovere,

(i) (TT †)∗ = (TT †).
(ii) (T †)∗T ∗ = TT †TT †.
(iii) (T ∗)†T ∗ = TT ∗(T †)∗T †.
(iv) (T ∗)†T †TT ∗ = TT ∗(TT †)∗.
(v) (TT ∗)†TT ∗ = TT ∗(TT †)∗.

2. Main results

In this section, we give some results about dense range property and
so some idempotent product of projections are presented.

Theorem 2.1. Let X be a full Hilbert A–module such that any element
A is invertible. Then for all x, y in X , θx,y has pseudo-inverse operator.

Corollary 2.2. Let X be a full Hilbert A–module such that any element
A is invertible. Then for all x1, y1, x2, y2 in X , θx1,y1θx2,y2 has pseudo-
inverse operator.

At the sequal we discuss about dense property of the range of some
modular operatoes. At following, we give the simple example of the
dense range operator which is not closed range.

Example 2.3. Let X , Y be Hilbert A-modules and {λn} be a sequence
of non-zero scalars such that λn → 0 as n → 0. Let T ∈ L(Y ,X ). For
x in X and y in Y , define

Tz =
∞∑
j=1

λjθx,y(z).

Note that T is a bounded linear operator, each λj is an eigenvalue of
T and 0 is an accumulation point of the eigen spectrum of T. Conse-
quently, ran(T ) is not closed in X , we observe that ran(T) is dense.

Theorem 2.4. Let X , Y and Z be Hilbert A-modules. Let S ∈
L(X ,Y), T ∈ L(Y ,Z) and TS has closed range and T is an isom-
etry with complemented range then S has closed range.

Proposition 2.5. Let X , Y and Z be Hilbert A-modules. Let S ∈
L(X ,Y), T ∈ L(Y ,Z) and (TS)∗ has dense range and T is an isometry
with complemented range then S∗ has a dense range.
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An operator U ∈ L(X ,Y) is said to be unitary if U∗U = 1X and
UU∗ = 1Y . If there exists a unitary element of L(X ,Y) then we say
that X and Y are unitarily equivalent Hilbert A-modules, and we write
X ≈ Y .

Theorem 2.6. Suppose X , Y, Z are Hilbert A-modules, S ∈ L(X ,Y)
and there is an element T ∈ L(Y ,Z) such that T and T ∗ have dense
range and S has closed range. Then there exists an isometric A-linear
map V such that VS has closed range.

Theorem 2.7. Let X be a Hilbert A-module, T ∈ L(X ) has closed
range and T = Pran(T)P(ker(T ))⊥ then the following statements hold.

(i) 1− T †T − TT † has closed range.
(ii) ker(T ∗) + ran(Pran(T∗)) is an orthogonal complemented.

Theorem 2.8. Let X be a Hilbert A-module, T ∈ L(X ) has closed
range and T † be an idempotent operator. Then ker(T ∗) = ker(T ∗) ⊕
(ran(T) ∩ ker(T)).

Theorem 2.9. Let X and Y be Hilbert A-modules, T ∈ L(X ,Y) and
N ,M are closed subspaces of X and Y, respectively. If PMTPN has
closed range, then T (PMTPN )† is an idempotent closed range operator.

Corollary 2.10. Let X be a Hilbert A-module and M and N are closed
subspaces of X such that PMPN has closed range, then (PMPN )† is an
idempotent operator.
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Abstract. In this paper, we present special reverse order law for
the modular operators. Furthermore, we find some characteriza-
tion of the EP operators in Hilbert C∗-modules.

1. Introduction

Hilbert C∗-modules form a category between Banach spaces and
Hilbert spaces. The basic idea was to consider module over C∗-algebra
instead of linear space and to allow the inner product to take values
in a more general C∗-algebra than C. The structure was first used by
Kaplansky [3] in 1952 and more carefully investigated by Rieffel [9] and
Paschke [8] later in 1972-73. We give only a brief introduction to the
theory of Hilbert C∗-modules to make our explanations self-contained.
For comprehensive accounts we refer to the lecture note of Lance [4].
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On the other hand the concept of general inverese and in particular
Moore-Penrose inverse is very important. The general inverese do not
have all properties of the usual inverse. The reader is referred to [1] -
[6] and the references cited therein for more details.

In this paper we specialize the investigations to the Moore-Penrose
inverse of closed range operators on Hilbert C∗-modules. Throughout
this paper we assume that A is an arbitrary C*-algebra and suppose
X and Y are Hilbert A-modules. We use [·, ·] for commutator of two
elements. The notations Ker(·) and Ran(·) stand for kernel and range
of operators, respectively. Suppose X and Y are Hilbert A-modules,
L(X ,Y) denotes the set of all bounded adjointable operators from X to
Y , that is, all operator T : X → Y for which there exists T ∗ : Y → X
such that ⟨Tx, y⟩ = ⟨x, T ∗y⟩, for all x ∈ X and y ∈ Y . Recall that a
closed submodule in a Hilbert module is not necessarily orthogonally
complemented, however Lance in [4] proved that certain submodules
are orthogonally complemented as follows.

Theorem 1.1 (Theorem 3.2 in [4]). Suppose that T ∈ L(X ,Y) has
closed range. Then T ∗ ∈ L(Y ,X ) has closed range, and

(i) ker(T ) is orthogonally complemented and (ker(T ))⊥ = ran(T∗).
(ii) ran(T) is orthogonally complemented in Y, with (ran(T))⊥ =

ker(T∗).

A generalized inverse of T ∈ L(X ,Y) is an operator T× ∈ L(Y ,X )
such that

T T×T = T and T×T T× = T×. (1.1)

It is known that a bounded adjointable operator T has generalized
inverse if and only if ran(T) is closed.

Definition 1.2. Let T ∈ L(X ,Y). The Moore-Penrose inverse of T (if
it exists) is an element T † of L(Y ,X ) satisfying

TT †T = T, T †TT † = T †, (TT †)∗ = TT †, (T †T )∗ = T †T. (1.2)

Motivated by these conditions, T † is unique and T †T and T T † are or-
thogonal projections. Clearly, T is Moore-Penrose invertible if and only
if T ∗ is Moore-Penrose invertible, and in this case (T ∗)† = (T †)∗ . It is
well-known that for invertible operators T and S(or nonsingular ma-
trices) TS is invertible and (TS)−1 = S−1T−1. However, this so-called
reverse order law is not necessarily true for other kind of generalized
inverses. At the sequal, we discuss about the conditions provided that
the reverse order law is hold.
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2. Main Results

In this section, by using some block operator matrix techniques, we
present sufficient and necessary conditions for EP operators.

Proposition 2.1. Let X , Y be Hilbert A-modules, let T ∈ L(X ,Y)
have closed range, and let S ∈ L(Y) be self adjoint and invertible.
Then ran(ST) = ran(T) if and only if [S, TT †] = 0.

Theorem 2.2. Let X , Y be Hilbert A-modules, T ∈ L(X ,Y), S ∈
L(Y ,X ) such that S and T ∗ are surjective, then the reverse order law
hold, i.e., (TS)† = S†T †. Moreover, if U = TS then UU † = TT †,
U †U = S†S, T † = SU † and S† = U †T .

Definition 2.3. Let X be a Hilbert A-module. An operator T ∈ L(X )
is called EP if ran(T) and ran(T∗) have the same closure.

In the Hilbert C∗-module context, one needs to add the extra condi-
tion, closeness of the range, in order to get a reasonably good theory.
This ensures that an EP operator has a bounded adjointable Moore-
Penrose inverse. Like the general theory of Hilbert spaces one can easily
see that the following conditions are equivalent;

(i) T is EP with closed range.
(ii) T and T ∗ have the same kernel.
(iii) T is Moore-Penrose invertible and TT † = T †T .
(iv) ran(T) is orthogonally complemented in X , with complement

ker(T ).

Theorem 2.4. Let X , Y be Hilbert A-modules, T ∈ L(X ,Y) and
S ∈ L(Y ,X ) such that T and S∗ are surjective. If U = ST , then the
following statements are equivalent:

(i) U is EP.
(ii) SS† = T †T .
(iii) S(S∗S)†S∗ = S∗(TT ∗)†T .
(iv) ker(S∗) = ker(T).

Theorem 2.5. Let X be Hilbert A-modules and T ∈ L(X ). Then the
following conditions are equivalent:

(i) T is EP.
(ii) There exists a unique projection P such that T + P is invertible

and TP = PT = 0.
(iii) There exists a unitary operator U ∈ L(X ) and an invertible op-

erator X such that T = U

[
X 0
0 0

]
U∗.
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Theorem 2.6. Suppose X is a Hilbert A-module, T ∈ L(X ) has closed
range and S ∈ L(X ) is an arbitrary operator which commutes with T .
Then (1− TT †)S = S(1− TT †).

Theorem 2.7. Let T ∈ L(X ) has closed range and P ∈ L(X ) be a
projection commuting with T . Then TP has closed range. Moreover,
if T is an EP operator then K = 1− TPT † + TPT ∗ is invertible.
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Abstract. The initial-and boundary-value problem for the Kawa-
hara equation, a fifth-order KdV type equation, is studied in weighted
Sobolev space L2(exdx). The theory presented here includes the
existence and uniqueness of a local mild solution of the Kawahara
equation in a unbounded interval, under the effect of a localized
damping mechanism.

1. Introduction

The Kawahara equation [1, 4]

ut + βuxxx − uxxxxx + uux + a(x)u = 0,

u(0, t) = ux(0, t) = 0, t > 0,

u(x, 0) = u0(x), x > 0. (1.1)
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is a dispersive PDE describing numerous wave phenomena as magento-
acoustic in a cold plasma, the propagation of long waves in a shallow
liquid beneath an ice sheet, gravity waves on the surface of a heavy
liquid, etc. In the literature this equation is also referred as the fifth-
order KdV equation, or singularly perturbed KdV equation [2]. Our
aim here is to analyze qualitative properties of solutions to the initial-
boundary value problem for (1.1) posed on infinite interval under the
presence of a localized damping term. Here β > 0 and a = a(x) is a
non-negative function belonging to L∞(0,+∞) and moreover, in the
most of the paper we will assume that a(x) ≥ a0 > 0 a.e. in an open,
nonempty subset of (0,+∞), where the damping is acting effectively.

In this paper, following the work by Vasconcellos and Silva [3] on
the Kawahara equation, we study the existence and uniqueness of lo-
cal mild solutions for the Kawahara system in C([0, T ];L2(0,+∞)) ∩
L2
loc(0, T ;H

2(0,+∞)). Let Ω = (0,+∞). Define

L2
e(Ω) =

{
u : Ω → R |

∫
Ω

|u(x)|2exdx <∞
}
.

The following weighted Sobolev spaces

Hs
e (Ω) =

{
u : Ω → R | ∂ixu ∈ L2

e, 0 ≤ i ≤ s; u(0) = ux(0) = 0 if s ≥ 1
}
.

endowed with their usual inner product, will be used thereafter. Note
that H0

e = L2
e.

2. mild solution

Let us consider the operator A : D(A) ⊂ L2
e → L2

e with domain

D(A) = {u ∈ H5
e (Ω) |u(0) = ux(0) = 0}

defined by Au = βuxxx − uxxxxx + a(x)u. Then, the following result
holds.

Lemma 2.1. Let β > 10/12. Then, the operator −A defined above
generates a continuous semigroup of operators {S(t)}t≥0 in L2

e.

Proof. We first introduce the new variable v = e
x
2u and consider the

following initial-and boundary-value problem

vt + β(∂x −
1

2
)3v − (∂x −

1

2
)5v + a(x)v = 0,

v(0, t) = vx(0, t) = 0, t > 0,

v(x, 0) = v0(x) = e
x
2u0(x), x > 0. (2.1)

Clearly, the operator B : D(B) ⊂ L2 → L2 with domain

D(B) = {v ∈ H5(Ω) | v(0) = vx(0) = 0}
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defined by

Bv = −β(∂x −
1

2
)3v + (∂x −

1

2
)5v − a(x)v

is densely defined and closed. So, we are done if we prove that for
some real number λ the operator B−λ and its adjoint B∗−λ are both
dissipative in L2(Ω). It is readily seen that B∗ is given by B∗v = β(∂x+
1
2
)3v − (∂x +

1
2
)5v + a(x)v with domain D(B∗) = {v ∈ H5(Ω) | v(0) =

vx(0) = vxx(0) = 0}. Pick any v ∈ D(B). After some integration by
parts, we obtain that

(Bv, v)L2 =− 1

2
v2xx(0) +

10− 12β

8

∫
Ω

v2xdx+
4β

32

∫
Ω

v2dx

− 5

2

∫
Ω

v2xxdx−
∫
Ω

a(x)v2dx− 1

32

∫
Ω

v2dx, (2.2)

that is ([B − 4β
32
]v, v)L2 ≤ 0. Analogously, we deduce that for any

v ∈ D(B∗), (v, [B∗ − 4β
32
]v)L2 ≤ 0 which completes the proof. □

Definition 2.2. A mild solution of the initial-and boundary-value
problem (1.1) is a function u ∈ F = C([0, T ];L2

e(Ω))
∩
L2(0, T ;H2

e (Ω))
satisfying

du

dt
+ Au = −N(u, u), (2.3)

where N(u, v) = (uv)x.

3. Existence and Uniqueness

To prove the existence of a solution of (1.1) we introduce the map Ψ
defined by

(Ψu)(t) = S(t)u0 +

∫ t

0

S(t− s)N(u, u)(s)ds. (3.1)

Theorem 3.1. Let 5/3 < β < 2a0 + 1 and u0 ∈ L2
e. Then there exists

T = T (∥u0∥L2
e
) such that the initial-and boundary-value problem (1.1)

has a unique mild solution u satisfying u ∈ F . In addition, u obeys the
bound

∥u(t)∥2L2
e
+ γ

∫ t

0

∥u(τ)∥2H2
e
dτ ≤ ∥u0∥2L2

e

+ γ

∫ t

0

∥u(τ)∥3L2
e
∥u(τ)∥H2

e
dτ, (3.2)

where γ > 0 is constant.
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Proof. To prove this theorem, one applies the contraction mapping
principle to the integral equation u(t) = (Ψu)(t). Let R = ∥u0∥L2

e

and B2R = {u ∈ F | ∥u∥F ≤ 2R} where

∥u∥F = sup
t∈[0,T ]

∥u(t)∥L2
e
+ ∥u∥L2(0,T ;H2

e (Ω)).

One shows that the map Ψ(u) defined by (3.1), defines a contraction
mapping from B2R to B2R. Let u ∈ B2R. Ψ(u) satisfies in (2.3) and
one obtains after taking the inner product of this equation with Ψ(u),

d

dt
∥Ψ(u)∥2L2

e
+ 2(AΨ(u),Ψ(u))L2

e
= −2(N(u, u),Ψ(u))L2

e
. (3.3)

Now, if we choose 5/3 < β < 2a0 + 1, then by relation
∫
Ω
u2xe

xdx <
4
∫
Ω
u2xxe

xdx and integrating by parts, one has

(Au, u)L2
e
=

∫
Ω

(βuxxx − uxxxxx + a(x)u)uexdx ≥ γ∥u∥2H2
e
, (3.4)

where γ > 0.
On the other hand, for any (u, v) ∈ H2

e ×H2
e , we have

∥N(u, v)∥(H2
e )

′ ≤ C∥u∥L2
e
∥v∥

1
2

L2
e
∥v∥

1
2

H2
e

and thus we deduce that

2|(N(u, u),Ψ(u))H2
e
| ≤ γ∥Ψ(u)∥2H2

e
+ C∥u∥3L2

e
∥u∥H2

e
. (3.5)

Therefore, combining (3.3), (3.4) and (3.5) yields (3.2). If we choose

T > 0 such that R2+16C
√
TR4 < 2min{1, γ}R2, then ∥Ψ(u)∥F < 2R.

To show Ψ is a contraction, first note that

Ψ(u)−Ψ(v) = −
∫ T

0

S(t− s)(N(u− v, u) +N(v, u− v))ds.

A similar process as in the estimation of ∥Ψ(u)∥H2
e
yields

∥Ψ(u)−Ψ(v)∥2L2
e
+ γ

∫ T

0

∥Ψ(u)−Ψ(v)∥2H2
e
ds ≤

C
√
T∥u− v∥2F (∥u∥2F + ∥v∥2F ).

If T is further restricted to 4C
√
TR2 < min(1, γ), then

∥Ψ(u)−Ψ(v)∥F ≤ ϑ∥u− v∥F ,

where ϑ2 = 4C
√
TR2

min(1,γ)
< 1. Applying the contraction mapping principle,

the proof will be complete. □
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STRICT INNER AMENABILITY FOR TENSOR
PRODUCT OF HOPF-VON NEUMANN ALGEBRAS
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Abstract. In this paper for two Hopf-von Neumann algebras
H1 = (M1,Γ1) and H2 = (M2,Γ2), we prove that if H1 is strictly
inner amenable and either H2 is strictly inner amenable or predual
of M2 has a bounded approximate identity, then tensor product of
H1 and H2 is strictly inner amenable.

1. Introduction and Preliminaries

Throughout this paper, the continuous dual of a normed space X is
denoted by X∗ and the value of ϕ ∈ X∗ at ξ ∈ X is denoted by ϕ(ξ) or
⟨ϕ, ξ⟩. Also, if X has a predual, then the predual of X is denoted by X∗.
Moreover, we use M to denote a von-Neumann algebra with identity
element 1 and ⊗̄ to denote the von Neumann algebra tensor product.

Recall that a pair H = (M,Γ) is a Hopf-von Neumann algebra when
Γ : M → M⊗̄M is a co-multiplication; i.e., a normal, unital, and
∗-homomorphism satisfying

(id⊗ Γ) ◦ Γ = (Γ⊗ id) ◦ Γ,
where id is the identity map form M into itself.
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For a Hopf-von Neumann algebra H = (M,Γ), one can define a
product ∗ on M∗, turning it into Banach algebra, by

⟨f ∗ g, x⟩ = ⟨f ⊗ g,Γx⟩

for all f, g ∈ M∗ and x ∈ M.
Lau [1] has been introduced and studied a large class of Banach

algebras, called F -algebras, a complex Banach algebra L which is the
(unique) predual of a von Neumann algebra M whose identity element
1 is a multiplicative linear functional on L; Later on, F -algebras were
termed Lau algebras by Pier [3]. Therefore, it is easy to see that for
a Hopf-von Neumann algebra H = (M,Γ) the unique predual M∗ is
a Lau algebra. Nasr-Isfahani [4] introduced and studied inner and
strict inner amenability of Lau algebras. In particular, we say that a
Hopf-von Neumann algebra (M,Γ) is inner amenable if there exists an
inner invariant mean on M; i.e., there exists a functional M ∈ M∗

such that ∥M∥ = M(1) = 1 and M(f · x) = M(x · f), or equivalently
f ⊙M = M ⊙ f for all x ∈ M and f ∈ M∗, where the first Arens
multiplication ⊙ is defined by the equations

⟨F ⊙H, x⟩ = ⟨F,Hx⟩, ⟨Hx, f⟩ = ⟨H, x · f⟩, ⟨x · f, g⟩ = ⟨x, f ∗ g⟩

for all F,H ∈ M∗, x ∈ M, and f, g ∈ M∗. Moreover, ⟨f · x, g⟩ =
⟨x, g ∗ f⟩.

2. strict inner amenability

Let (M,Γ) be a Hopf-von Neumann algebra and recall that an el-
ement E ∈ M∗ is called a mixed identity if f ⊙ E = E ⊙ f = f or
equivalently, E(x ·f) = E(f ·x) for all f ∈ M∗ and x ∈ M. It is known
that E ∈ M∗ is a mixed identity if and only if it is a weak∗ cluster
point of a bounded approximate identity in M∗.

Since all Hopf-von Neumann algebras with a bounded approximate
identity in M∗ are always inner amenable, this leads us to the following
definition.

Definition 2.1. Let H = (M,Γ) be a Hopf-von Neumann algebra with
a bounded approximate identity in M∗. We say that H is stictly inner
amenable if there exists an inner invariant mean in M∗ such that it is
not a mixed identity.

Note that for a Hopf-von Neumann algebra H = (M,Γ), we use
P1(H) to denote the set of all positive functionals in M∗ with norm
one; i.e.,

P1(H) = {f ∈ M∗ : ∥f∥ = ⟨f, 1⟩ = 1}.
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Theorem 2.2. Let H = (M,Γ) be a Hopf-von Neumann algebra. Then
H is strictly inner amenable if and only if there is a net (fα) in P1(H)
such that ∥f ∗ fα − fα ∗ f∥ → 0 for all f ∈ M∗ and any weak∗ cluster
point (fα) in M∗ is not a mixed identity.

Proof. Suppose that H is strictly inner amenable and choose a strict
inner invariant mean F ∈ M∗. By Goldestine’s Theorem, there exists
a bounded net (fβ) ⊆ M∗ such that fβ → F in the weak∗ topology
of M∗. Since fβ(1) → ⟨F, 1⟩ = 1, without loss of generality, we can
assume fβ(1) = 1 for all β and it is clear that f ∗ fβ − fβ ∗ f→0 in the
weak topology of M∗ for all f ∈ M∗. A standard argument similar to
the proof of Theorem 1, Page 524 in [2], shows that we can find a net
(fα) consisting of convex combinations of elements in (fβ) such that
∥f ∗fα−fα ∗f∥ → 0 for all f ∈ M∗ and fα → F in the weak∗ topology
of L∞(G)∗. The converse is trivial. □

3. Tensor Product and Strictly Inner Amenability

Let H1 = (M1,Γ1) and H2 = (M2,Γ2) be two Hopf-von Neumann
algebras. Define M := M1⊗̄M2, and

Γ = Γ1 × Γ2 := (idM1 ⊗ σ ⊗ idM2)(Γ1 ⊗ Γ2)

where σ is the flip mapping σ(x ⊗ y) = y ⊗ x from M1⊗̄M2 into
M2⊗̄M1. Then it is not difficult to see that Γ is a co-multiplication of
M. Therefore (M,Γ) is a Hopf-von Neumann algebra that we denote
it by H1 ⊗H2; i.e.,

H1 ⊗H2 = (M1⊗̄M2, (idM1 ⊗ σ ⊗ idM2)(Γ1 ⊗ Γ2)).

It is known that the predual of M1⊗̄M2 is M1∗⊗̂M2∗, where ⊗̂ is
the operator space projective tensor product and the norm ∥.∥∧ on
M1∗⊗̂M2∗ is a subcross matrix norm, i.e., ∥f ⊗ g∥∧ ≤ ∥f∥∥g∥ for all
f ∈ M1∗ and g ∈ M2∗. Now we have the main theorem of this paper.

Theorem 3.1. Let H1 = (M1,Γ1) and H2 = (M2,Γ2) be two Hopf-von
Neumann algebras. If H1 is strictly inner amenable and either H2 is
strictly inner amenable or H2 has a bounded approximate identity in
M2∗, then H1 ⊗H2 is strictly inner amenable.

Proof. First, suppose that H1 = (M1,Γ1) and H2 = (M2,Γ2) are
strictly inner amenable. By Theorem 2.2, there exist bounded nets
(fα) ⊆ P1(H1) and (gβ) ⊆ P1(H2) such that ∥f ∗ fα − fα ∗ f∥ → 0 and
∥g ∗ gβ − gβ ∗ g∥ → 0 for all f ∈ M1∗ and g ∈ M2∗.

Without loss of generality, we can assume that fα → F in the weak∗

topology of M∗
1 such that F ∈ M∗

1 is not a mixed identity. Set

w(α,β) := fα ⊗ gβ
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for all α and β. Consider the bounded net (w(α,β)) ⊆ P1(H1 ⊗ H2).
Thus for every f ∈ M1∗ and g ∈ M2∗ we have

∥(f⊗g)w(α,β)−w(α,β)(f⊗g)∥∧ = ∥f ∗fα⊗g ∗gβ−fα ∗f⊗gβ ∗g∥∧ = I.

Therefore

I ≤ ∥f ∗ fα ⊗ g ∗ gβ − fα ∗ f ⊗ g ∗ gβ∥∧ +

∥fα ∗ f ⊗ g ∗ gβ − fα ∗ f ⊗ gβ ∗ g∥∧
≤ ∥f ∗ fα − fα ∗ f∥∥g ∗ gβ∥+ ∥fα ∗ f∥∥g ∗ gβ − gβ ∗ g∥ → 0.

Thus, it is easy to see that ∥w ∗ w(α,β) − w(α,β) ∗ w∥∧ → 0 for all

w ∈ M1∗⊗̂M2∗. Now, we claim that any weak∗ cluster point of w(α,β)

is not a mixed identity. To prove this, let H be a weak∗ cluster point
of w(α,β) in (M1⊗̄M2)

∗. Then there is a subnet (w(γ,δ)) of (w(α,β))
convergent to H in the weak∗ topology of (M1⊗̄M2)

∗. Consider the
map Ψ : M1∗⊗̂M2∗ → M1∗ defined by

Ψ(f ⊗ g) = ⟨g, 1⟩f
for all f ∈ M1∗ and g ∈ M2∗. It is easy to check that Ψ is a continuous
epimorphism when M1∗⊗̂M2∗ and M1∗ have the weak topology.

Now, ifH is a mixed identity in (M1⊗̄M2)
∗, then w∗w(γ,δ)−w → 0 in

the weak topology of M1∗⊗̂M2∗ for all w ∈ M1∗⊗̂M2∗. Consequently,

Ψ(w) ∗Ψ(w(γ,δ))−Ψ(w) = Ψ(w ∗ w(γ,δ) − w) → 0

in the weak topology of M1∗. It follows that f ∗ fγgδ(1)− f → 0 in the
weak topology ofM1∗ for all f ∈ M1∗. On the other hand, fγgδ(1) → F
in the weak∗ topology ofM1

∗. These show that f⊙F = f and similarly
F ⊙ f = f for all f ∈ M1∗; that is, F is a mixed identity in M1

∗ which
is a contradiction.

A similar way shows that if H1 is strictly inner amenable and H2 has
a bounded approximate identity in M2∗, then H1 ⊗H2 is strictly inner
amenable. □
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Abstract. In this paper, we obtain integral bounds involving two
different p-angular distances, which generalizes some results due to
Dragomir from [S. S. Dragomir, New inequalities for the p-angular
distance in normed spaces with applications, Ukrainian Math. J.,
67 (2015), 19-32.].

1. Introduction

The angular distance between non-zero elements x and y in a normed
linear space X over the field of real numbers is define by

α[x, y] =

∥∥∥∥ x

∥x∥
− y

∥y∥

∥∥∥∥ .
In [4], Maligranda considered the p-angular distance

αp[x, y] =
∥∥∥x∥p−1x− ∥y∥p−1y

∥∥ (p ∈ R)
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between non-zero vectors x and y in X as a generalization of the concept of
angular distance.

Dunkl and Williams obtained a useful upper bound for the angular dis-
tance. They showed that for each nonzero vectors x, y ∈ X ,

α[x, y] ≤ 4∥x− y∥
∥x∥+ ∥y∥

.

Also, we recall the result of Hile [3]:

αp[x, y] ≤
∥y∥p − ∥x∥p

∥y∥ − ∥x∥
∥x− y∥, (1.1)

for p ≥ 1 and x, y ∈ X with ∥x∥ ̸= ∥y∥.
For some recently obtained upper and lower bounds for the p-angular

distance which mainly are comparison of αp with α1, the reader is referred
to [1, 2, 4, 5] and references therein.

In [2], Dragomir showed that if p ≥ 1, then for any x, y ∈ X ,

αp[x, y] ≤ p ∥x− y∥
∫ 1

0
∥(1− t)x+ ty∥p−1 dt. (1.2)

In this paper, we give some results comparing two different p-angular
distances with each other, which generalize some results due to Dragomir
[2]. The advantage of taking p and q arbitrary is that, whenever we find an
inequality involving αp and αq, we can obtain its reverse by changing the
roles of p and q with each other, which is as sharp as the first one.

2. Integral Bound

The following theorem yields the result of Dragomir in [2], if we take
q = 1.

Theorem 2.1. Let x, y ∈ X ∖ {0}, p, q ∈ R and q ̸= 0.

(i) If p/q ≥ 1, then

αp[x, y] ≤
p

q
αq[x, y]

∫ 1

0

∥∥(1− t)∥x∥q−1x+ t∥y∥q−1y
∥∥ p

q
−1
dt. (2.1)

(ii) If p/q < 1 and x, y are linearly independent, then

αp[x, y] ≤
2q − p

q
αq[x, y]

∫ 1

0

∥∥(1− t)∥x∥q−1x+ t∥y∥q−1y
∥∥ p

q
−1
dt. (2.2)

Corollary 2.2. Let x, y ∈ X be linearly independent and p, q ∈ R∖ {0}.
(i) If 0 < p/q ≤ 1, then

αp[x, y] ≥
p

q
αq[x, y]

(∫ 1

0

∥∥(1− t)∥x∥p−1x+ t∥y∥p−1y
∥∥ q

p
−1
dt

)−1

.



AN INTEGRAL BOUND FOR p-ANGULAR DISTANCE 61

(ii) If p/q ≥ 1 or p/q < 0, then

αp[x, y] ≥
p

2p− q
αq[x, y]

(∫ 1

0

∥∥(1− t)∥x∥p−1x+ t∥y∥p−1y
∥∥ q

p
−1
dt

)−1

.

Remark 2.3. (i) If p/q ≥ 1, then, by the triangle inequality, we have∥∥(1− t)∥x∥q−1x+ t∥y∥q−1y
∥∥ p

q
−1 ≤ [(1− t)∥x∥q + t∥y∥q]

p
q
−1

for any t ∈ [0, 1]. Integrating both sides on [0, 1], we get∫ 1

0

∥∥(1− t)∥x∥q−1x+ t∥y∥q−1y
∥∥ p

q
−1
dt ≤ q

p

(
∥y∥p − ∥x∥p

∥y∥q − ∥x∥q

)
if ∥x∥ ̸= ∥y∥, and by (2.1) we obtain the chain of inequalities

αp[x, y] ≤
p

q
αq[x, y]

∫ 1

0

∥∥(1− t)∥x∥q−1x+ t∥y∥q−1y
∥∥ p

q
−1
dt

≤ ∥y∥p − ∥x∥p

∥y∥q − ∥x∥q
αq[x, y], (2.3)

which provides a generalization and refinement of Hile’s inequality.
(ii) If p/q ≥ 2, then the function f : [0, 1] → [0,∞) given by f(t) =

[(1−t)∥x∥q+t∥y∥q]
p
q
−1

is convex. Employing the Hermite-Hadamard
inequality for the convex function f , we obtain

q

p

(
∥y∥p − ∥x∥p

∥y∥q − ∥x∥q

)
=

∫ 1

0
[(1− t)∥x∥q + t∥y∥q]

p
q
−1
dt

≤ ∥x∥p−q + ∥y∥p−q

2
≤ max{∥x∥p−q, ∥y∥p−q},

which by (2.1), implies for ∥x∥ ̸= ∥y∥ the following sequence of
inequalities

αp[x, y] ≤
p

q
αq[x, y]

∫ 1

0

∥∥(1− t)∥x∥q−1x+ t∥y∥q−1y
∥∥ p

q
−1
dt

≤ p

q
αq[x, y]

∫ 1

0
[(1− t)∥x∥q + t∥y∥q]

p
q
−1
dt

=
∥y∥p − ∥x∥p

∥y∥q − ∥x∥q
αq[x, y]

≤ p

q
αq[x, y]

∥x∥p−q + ∥y∥p−q

2
≤ p

q
αq[x, y]max{∥x∥p−q, ∥y∥p−q}.

Remark 2.4. Let X be an inner product space. It is known that for any
a, b ∈ X , b ̸= 0, it holds that

min
t∈R

∥a+ tb∥ =

√
∥a∥2∥b∥2 − |⟨a, b⟩|2

∥b∥
.
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Hence, if x and y are linearly independent vectors of X , then by taking a = x
and b = y − x, we obtain

∥(1− t)x+ ty∥ = ∥x+ t(y − x)∥ ≥
√

∥x∥2∥y∥2 − ⟨x, y⟩2
∥x− y∥

(t ∈ R).

This implies that∫ 1

0
∥(1− t)x+ ty∥−1dt ≤ ∥x− y∥√

∥x∥2∥y∥2 − ⟨x, y⟩2
.

Taking p = 0 and q = 1 in (2.2), we get

α[x, y] ≤ 2∥x− y∥
∫ 1

0
∥(1− t)x+ ty∥−1dt ≤ 2∥x− y∥2√

∥x∥2∥y∥2 − ⟨x, y⟩2
.

This implies an upper estimation for the error of the Cauchy-Schwarz in-
equality as follows√

∥x∥2∥y∥2 − ⟨x, y⟩2 ≤ 2∥x∥∥y∥∥x− y∥2

∥∥y∥x− ∥x∥y∥
(∥y∥x ̸= ∥x∥y).
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Abstract. In this paper, we will study some properties of b-
weakly compact operators and its relationships with other proper-
ties of positive operators. We investigate conditions under which
operators on Banach lattices must be surjective.

1. Introduction

An operator T from a Banach space X into a Banach space Y is
compact (respectively, weakly compact) if T (BX) is compact (respec-
tively, weakly compact) where BX is the closed unit ball of X. There
exists compact operator T from a Banach space X into a Banach space
Y which is not surjective. Indeed, the operator T : ℓ1 → ℓ∞ defined
by T (αn) = (Σ∞

n=1αn,Σ
∞
n=1αn, . . .) is a compact operator which is not

surjective. An operator T from a Banach space X into a Banach space
Y is weakly compact if X or Y is reflexive, but the converse is false in
general. In fact, each continuous operator from ℓ∞ into c0 is weakly
compact, but ℓ∞ and c0 are not reflexive. By Corollary 2.6 from [3],
we see that if E is an infinite-dimensional AL-space and F a Banach
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lattice and T : E → F is an arbitrary weakly compact operator, then
F is reflexive. Not that if an operator T from a Banach space X into
a Banach space Y is compact (respectively, weakly compact) and sur-
jective, then Y must be finite-dimensional (respectively, Y must be
reflexive).

For terminology concerning Banach lattice theory and positive op-
erators we refer the reader to [1].

2. Main results

Recall that if an operator T from a Banach space X into a Banach
space Y is compact and T (X) is closed, then T (X) is finite-dimensional.
So, if T : X → Y is a surjective compact operator between Banach
spaces, then Y is finite-dimensional. Consequently, if X is an infinite-
dimensional Banach space then there is no surjective compact operator
on X. Let T : X → Y be a weakly compact operator between Banach
spaces. If T (X) is closed, then T (X) is reflexive. So, if T : X → Y
is a surjective weakly compact operator between Banach spaces, then
Y is reflexive. An operator T from a Banach space E into a Banach
lattice F is said to be semi-compact if for each ϵ > 0, there exists some
u ∈ F+ such that, T (BE) ⊂ [−u, u] + ϵBF where F+ = {x ∈ F :
x ≥ 0}. Note that the identity operator i : ℓ∞ → ℓ∞ is a surjective
semi-compact operator, but the operator T : ℓ∞ → ℓ∞ defined by
T (αn) = (α1, α2/2, α3/3, ...) is a semi-compact operator which is not
surjective.

Theorem 2.1. Let E and F be two Banach lattices such that F has
an order continuous norm. If T : E → F is a positive surjective semi-
compact operator, then F is reflexive.

Corollary 2.2. Let E be a non-reflexive Banach lattice with an order
continuous norm. Then there is no positive surjective semi-compact
operator on E.

Recall that a nonzero element x of a Banach lattice E is discrete if
the order ideal generated by x equals the subspace generated by x. The
vector lattice E is discrete if it admits a complete disjoint system of
discrete elements. For example the Banach lattice ℓ2 is discrete while
L1[0, 1] is not.

Theorem 2.3. Let E and F be Banach lattices. Suppose that T : E →
F is a positive injective semi-compact operator such that its range is
closed. If one of the following statements is valid, then F is reflexive.

(a) F is discrete and its norm is order continuous.
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(b) E ′ is discrete of order continuous norm and F has an order
continuous norm.

(c) The norms of E, E ′ and F are order continuous and E has
the Dunford-pettis property (i.e., each weakly compact operator
from E into an arbitrary Banach space F is Dunford-Pettis).

An operator T from a Banach space E into another F is said to be
Dunford-Pettis, if it carries each weakly compact subset of E onto a

compact subset of F (i.e., whenever xn
ω−→ 0 implies Txn

∥.∥−→ 0 ). It is
clear that any compact operator is Dunford-Pettis, while a Dunford-
Pettis operator is not necessarily compact. Indeed, the identity oper-
ator i : ℓ1 → ℓ1 is Dunnford-Pettis but is not compact. The operator
T : ℓ∞ → ℓ∞ defined by T (αn) = (α1α2/2, α3/3, ...) is a Dunford-Pettis
operator which is not surjective.

Theorem 2.4. Let E and F be Banach lattices and T : E → F be
a positive surjective Dunford-Pettis operator. If one of the following
conditions is valid, then F is reflexive.

(a) The norm of E and E ′ are order continuous.
(b) E ′ is discrete and its norm is order continuous.
(c) The norm of E ′ is order continuous, F is discrete and its norm

is order continuous.

Proof. Let E and F be Banach lattices and T : E → F be a positive
Dunford-Pettis operator. By using Theorem 2.2 from [4], T is a com-
pact operator. So, F is finite dimensional, and hence F is reflexive. □
Theorem 2.5. Let E and F be Banach lattices such that F is not
reflexive. If a positive Dunford-Pettis operator T : E → F is surjective,
then the norm of E ′ is not order continuous.

An operator T from a Banach lattice E into a Banach space X is
said to be b-weakly compact, if it maps each subset of E which is b-
order bounded (i.e., order bounded in the topological bidual E ′′) into
a relatively weakly compact subset of X.

Theorem 2.6. Let E and F be Banach lattices and T : E → F be a
positive surjective b-weakly compact operator. Then the norm of F is
order continuous.

Recall that if E is a Banach lattice and if 0 ⩽ x′′ ∈ E ′′, then the
principal ideal Ix′′ generated by x′′ ∈ E ′′ under the norm ∥.∥∞ defined
by

∥y′′∥∞ = inf{λ > 0 : |y′′| ≤ λx′′}, (y
′′ ∈ Ix′′)

is an AM -space with unit x′′, whose closed unit ball is order interval
[−x′′, x′′].
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Lemma 2.7. Let E be a Banach lattice. Then every b-order bounded
disjoint sequence in E is weakly convergent to zero.

Theorem 2.8. Every Dunford-Pettis operator from a Banach lattice
E into a Banach space X is b-weakly compact.

Recall that if E is a Banach lattice then Ea is the maximal order
ideal in E on which the norm is order continuous. A positive element
in E is discrete if its linear span is an order ideal in E. The space
E is termed discrete if the band generated by the discrete elements
is the whole space. For instance, c, c0, lp(1 ⩽ p ⩽ ∞) are discrete
Banach lattices but the spaces L1[0, 1] and C[0, 1] are not discrete. An
operator T from a Banach space X into a Banach lattice E is called
L-weakly compact if limn ∥yn∥ = 0 hold for every disjoint sequence
(yn)n in the solid hull of T (BX). Using Theorem 5.61 in [1], we see
that every L-weakly compact operator is weakly compact, so we can
say that if T : X → E is a surjective L-weakly compact operator then
E is reflexive.

Theorem 2.9. Let E be a Banach lattice such that Ea is discrete and
X is a Banach space. If T : X → E is a surjective L-weakly compact
operator, then E is reflexive.

Theorem 2.10. Let E and F be Banach lattices such that the norm of
E ′ is order continuous and F be infinite-dimensional. If T : E → F is
a regular surjective L-weakly compact operator then E ′ is not discrete.
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Abstract. In this paper, we establish some relationships between
topological centers of module actions and factorization properties
and give some results in group algebras case. We also consider
sufficient and necessary conditions under which the Banach algebra
A⊗̂B is Arens regular. Let A and B be Banach algebras and B is
unital and suppose that B is a Banach A-bimodule. In this case,
if A⊗̂B is Arens regular, then A is Arens regular. In another case,
assume that B is non-trivial on A and B is a unitary Banach A-
bimodule. Then A and B are Arens regular if and only if A⊗̂B is
Arens regular.

1. Introduction

Let B be a Banach A-bimodule, and let

πℓ : A×B −→ B and πr : B × A −→ B,

be the right and left module actions of A on B, respectively. Then the
second dual B∗∗ is a Banach A∗∗-bimodule with the following module
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actions

π∗∗∗
ℓ : A∗∗ ×B∗∗ −→ B∗∗ and π∗∗∗

r : B∗∗ × A∗∗ −→ B∗∗,

where A∗∗ is considered as a Banach algebra with respect to the first
Arens product. Similarly, B∗∗ is a Banach A∗∗-bimodule with the mod-
ule actions

πt∗∗∗tℓ : A∗∗ ×B∗∗ −→ B∗∗ and πt∗∗∗tr : B∗∗ × A∗∗ −→ B∗∗,

where A∗∗ is considered as a Banach algebra with respect to the second
Arens product. Thus, we define the topological center of the right
module action of A∗∗ on B∗∗ as follows:

Zℓ
A∗∗(B∗∗) = Z(πr) = {b′′ ∈ B∗∗ : the map a′′ → π∗∗∗

r (b′′, a′′)

: A∗∗ → B∗∗ is weak∗-weak∗ continuous}.
Suppose that A and B are Banach algebras. Since 1988 the Arens

regularity of A⊗̂B has received a great deal of attention by many re-
searchers. Among them, Ülger in [5] showed that A⊗̂B is not Arens
regular, in general, even when A and B are Arens regular. He intro-
duced a new concept of biregular mapping and showed that a bounded
bilinear mapping m : A × B → C is biregular if and only if A⊗̂B is
Arens regular, where C is the space of complex numbers. Consider the
tensor product, X ⊗ Y , of the vector space X and Y which can be
constructed as a space of linear functional on B(X × Y ). By X⊗̂Y we
shall denote the projective tensor products of X and Y , where X⊗̂Y
is the completion of X ⊗ Y for the norm

∥u∥ = inf{
n∑
i=1

∥xi∥∥yi∥},

where the infimum is taken over all the representations of u as a finite
sum of the form u =

∑n
i=1 xi ⊗ yi [3]. The natural multiplication of

A⊗̂B is the linear extension of the following multiplication on decom-
posable tensors (a⊗ b)(ã⊗ b̃) = aã⊗ bb̃.

2. Main results

Let B be a Banach A-bimodule. Then B is called factors on the left
(right) with respect to A, if B = BA (B = AB). Thus B factors on
both sides, if B = BA = AB.

Theorem 2.1. Suppose that B is a right Banach A-module and it has
a RBAI (eα)α ⊆ A. Then we have the following assertions:

(1) B factors on the right.
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(2) If A∗ factors on the right and Zℓ
A∗∗(B∗∗) = B∗∗, then B∗ factors

on the right.

Theorem 2.2. Let B be a Banach A-bimodule and A has a bounded
right approximate identity. Then the following assertions hold:

(1) (B∗A)⊥ = {b′′ ∈ B∗∗ : π∗∗∗
ℓ (a′′, b′′) = 0 for all a′′ ∈ A∗∗}.

(2) (B∗A)∗ is isomorphism with HomA(B
∗, A∗).

Example 2.3. (1) Let G be a locally compact group. Let 1 ≤ p <
∞ and 1

p
+ 1

q
= 1. Then we have

(Lp(G) ∗ L1(G))⊥ = {b ∈ Lq(G) : a′′b = 0 for every a′′ ∈ L∞(G)},
and

(Lp(G) ∗ L1(G))∗ ∼= HomL1(G)(L
p(G), L∞(G)).

(2) Let G be a locally compact group. The group algebra L1(G) is
a two sided ideal in M(G). We know that L1(G)∗∗ = L1(G) ⊕
C0(G)

⊥. On the other hand, M(G) is a unital Banach alge-
bra and M(G)∗∗ has a right identity [4, Proposition 2.9.16 (ii)]
respect to the first Arens product. Then we have

L1(G)∗∗ = (L∞(G)M(G))∗ ⊕ (L∞(G)M(G))⊥

∼= HomM(G)(L
∞(G),M(G)∗)⊕ (L∞(G)M(G))⊥.

Theorem 2.4. Assume that B is a left Banach A-module and A has
a BAI. If B∗ factors on the left, then B∗⊥ = 0.

Definition 2.5. Let A be a Banach algebra and let B be a Banach
A-bimodule and let π : A⊗̂B −→ B such that π(a⊗ b) = ab for every
a ∈ A, b ∈ B. We say that B is non-trivial on A, if π is surjective and
has a bounded right inverse.

Theorem 2.6. Let A and B be Banach algebras and B is unital. Sup-
pose B is a Banach A-bimodule. Then

(1) If A⊗̂B is Arens regular, then A is Arens regular.
(2) If B is non-trivial on A and B be a unitary Banach A-bimodule.

Then A and B are Arens regular if and only if A⊗̂B is Arens
regular.

Theorem 2.7. Let A and B be Banach algebras and B is unital. Sup-
pose B is a Banach A-bimodule. Then

(1) If A⊗̂B is Arens regular, then A is Arens regular.
(2) If B is non-trivial on A and B be a unitary Banach A-bimodule.

Then A and B are Arens regular if and only if A⊗̂B is Arens
regular.
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Abstract. In this paper we discuss reproducing kernels whose
ranges are contained in a C∗-algebra or a Hilbert C∗-module. Us-
ing the construction of a reproducing Hilbert C∗-module associated
with a reproducing kernel, we show how such a reproducing kernel
can naturally be expressed in terms of operators on a Hilbert C∗-
module using representations on Hilbert C∗-modules. We focus on
2-inner product kernels and prove related theorems.

1. Introduction

The theory of reproducing kernels is fundamental and is applica-
ble widely in mathematics. The abstract theory of reproducing kernel
Hilbert spaces has been developed over a number of years inside the
domain of physics, and the reproducing kernel Hilbert space theory
provides a unified framework for stochastic processes and signal pro-
cessing. Reproducing kernel Hilbert space method provides a rigorous
and effective framework for smooth multivariate interpolation.
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2. Preliminaries

When one considers Hilbert C∗-modules, one should be rather careful
at certain points concerning the existence of adjoints for operators on
a Hilbert C∗-module and the self-duality of Hilbert C∗-modules. In
following, we define Hilbert A-module.

Definition 2.1. A Hilbert C∗-module over a C∗ -algebra A is a right
A-module E equipped with A-valued inner product ⟨·, ·⟩ which is con-
jugate A-linear in the first variable and A-linear in the second vari-
able such that E is a Banach space with respect to the norm ∥x∥ =
∥⟨x, x⟩∥1/2.

Example 2.2. Let X be a locally compact Hausdorff space and H a
Hilbert space, the Banach space C0(X,H) of all continuous H-valued
functions vanishing at infinity is a Hilbert C∗-module over the C∗-
algebra C0(X) with inner product ⟨f, g⟩(x) := ⟨f(x), g(x)⟩ and module
operation (fφ)(x) = f(x)φ(x), for all f ∈ C0(X,H) and φ ∈ C0(X).
Every C∗-algebra A is a Hilbert C∗-module over itself with inner prod-
uct ⟨a, b⟩ := a∗b.

Definition 2.3. Let B be a C∗-algebra. A kernel k : S × S → B
is positive definite if for every n ∈ N and s1, . . . , sn ∈ S the matrix
[k(si, sj)]

n
i,j=1 is positive in Mn(B).

It follows from the definition that a kernel k : S × S → B is positive
definite if and only if for all s1, . . . , sn ∈ S and b1, . . . , bn ∈ B, the sum∑n

i,j=1 b
∗
i k(si, sj)bj is positive in B. If a kernel k from S×S into LA(X)

can be written in the form

k(s, t) = v(s)∗v(t) (s, t ∈ S),

where v is a map from S to LA(X,Xv) for some Hilbert A-module
Xv, then k is automatically positive definite. Such a map v is called
the Kolmogorov decomposition for k . Conversely, every positive defi-
nite kernel k with values in LA(X) has an essentially unique minimal
Kolmogorov decomposition.

Consider a HilbertA-module ofX-valued functions spanned by those
of the form s 7→ k(s, t)x, for some t ∈ S and some x ∈ X. We denote
by E0 the set of all X-valued functions on S having finite support and
by E the set of all X-valued functions on S. We can identify E with a
subspace of the algebraic antidual E ′

0 of E0 by defining the pairing of
E and E0 by

(g, f) =
∑
s∈S

⟨g(s), f(s)⟩X (g ∈ E, f ∈ E0).
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Given a kernel k : S × S → LA(X), we can define the associated

convolution operator k̃ : E0 → E by

(k̃f)(s) =
∑
s∈S

k(s, t)f(t) (s ∈ S).

Then the kernel k is positive definite if and only if its associated con-
volution operator k̃ : E0 → E is positive, that is, (k̃f, f) ≥ 0 for all
f ∈ E0.

3. Main Results

In this section, we extend the concept of 2-inner product to C∗-
modules and express reproducing property on these spaces.

Definition 3.1. Let E be a Hilbert C∗-module over a C∗ -algebra A
of dimension greater than 1. The function ⟨., .; .⟩ : E × E × E → A is
called a 2-inner product if the following conditions hold:

(1) ⟨x, x; z⟩ ≥ 0 and ⟨x, x; z⟩ = 0 iff x and z are linearly dependent.
(2) ⟨x, x; z⟩ = ⟨z, z;x⟩.
(3) ⟨y, x; z⟩ = ⟨x, y; z⟩.
(4) ⟨αx, y; z⟩ = α⟨x, y; z⟩, for all scalars α ∈ F .
(5) ⟨x1 + x2, y; z⟩ = ⟨x1, y; z⟩+ ⟨x2, y; z⟩.

Then the pair (E, ⟨., .; .⟩) is called a 2-inner product Hilbert C∗-module.

Example 3.2. Let C0(X,H) be the Hilbert C∗-module as explained
in Example 2.2. We define a 2-inner product over C0(X,H) by

⟨f, g;h⟩ = ∥h∥2
∫
g(x)f(x)dx−

∫
h(x)f(x)dx.

∫
g(x)h(x)dx

Definition 3.3. Let S be a nonempty set and A be a C∗-algebra.
Suppose E is a 2-inner product Hilbert C∗-module over A and E is a
subspace of E such that every evaluation on E is bounded. In this case,
there exists a positive kernel in terms of Definition 2.3 such that for
every x ∈ S

Eval(f)(x) = f(x) (x ∈ S, f ∈ E). (3.1)

This E is called a reproducing kernel A-module.

Suppose E† is a subspace of E included all two variable functions of
S×S and endowed with a 2-inner product. Let every evaluation on E†

be bounded, that is, instead of equation 3.1, we have

Eval(x, y) = f(x, y) (x, y ∈ S, f ∈ E). (3.2)

Then E† is called a 2-inner product reproducing kernel A-module.
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As an example of a 2-inner product reproducing kernel C∗-module,
we refer the reader to [1, Example 3.2].

In following, we explain some properties of 2-inner product repro-
ducing kernel C∗-modules and prove two important theorems.

Proposition 3.4. If E† is a 2-inner product reproducing kernel C∗-
module with reproducing kernel k(x, y, z), then k(x, y, x) = k(y, x, y).

In next theorem, we extend Kolmogorov decomposition to 2-inner
product reproducing kernel C∗-modules.

Theorem 3.5. For a positive 2-inner product kernel k from S×S×S
into LA(X), there exists a map v from S to LA(X,Xv) for some Hilbert
A-module Xv such that

k(x, y, z) = v(x)∗v(y)∥v(z)∥ (z, ∥v(z)∥ ≠ 0). (3.3)

Equation 3.3 defines an extension of Kolmogorov decomposition. In
particular cases, we can choose v as a unitary mapping. The next
theorem explains an application of this kind of decomposition.

Theorem 3.6. Let A be a C∗-algebra, E be a Hilbert A-module and E†

be a 2-inner product A- module. Then there exists a faithful representa-
tion π of A on a Hilbert space H and an isometric, linear isomorphism
v from E† onto a concrete Hilbert π(A)-module F of operators from H
to a Hilbert space K such that

⟨v(x), v(y); v(z)⟩ = π(⟨x, y; z⟩) (x, y, z ∈ E†).
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Abstract. In 1987, Guo and Lakshmikantham introduced the
notion of coupled fixed points. There exist a lot of works done
on the coupled fixed points of some types of mappings. Recently,
the notion of α − ψ−contractive type mappings has been intro-
duced by Samet et al. in 2012. In this paper, we introduce
α∗ − ψ−contractive multifunctions on a partially ordered metric
space and provide some results about coupled fixed points without
upper semi-continuity condition.

1. Introduction

In this paper, we introduce generalized α∗ − ψ−contractive mul-
tifunctions and present some results about coupled fixed points of
these functions. Denote by Ψ the family of nondecreasing functions
ψ : [0,+∞) → [0,+∞) such that Σ∞

n=1ψ
n(t) < ∞ for all t > 0, where

ψn is the nth iterate of ψ. It is known that ψ(t) < t for all t > 0 and
ψ ∈ Ψ [2].

Let (X, d) be a metric space and T a self map on X. Then T is
called an α−ψ−contraction mapping whenever there exist ψ ∈ Ψ and
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α : X × X → [0,+∞) such that α(x, y)d(Tx, Ty) ≤ (d(x, y)) for all
x, y ∈ X [2]. Also, we say that T is α−admissible whenever α(x, y) ≥ 1
implies α(Tx, Ty) ≥ 1 [2]. Also, we say that space X has the property
Bα if for any sequence (xn) in X with α(xn, xn+1) ≥ 1 for all n ≥ 1 and
xn → x, we have α(xn, x) ≥ 1 for all n ≥ 1 [2]. Let (X, d) be a complete
metric space and T an α−admissible α − ψ−contractive mapping on
X. Suppose that there exists x0 ∈ X such that α(x0, Tx0) ≥ 1. If
T is continuous or space X has the property Bα, then T has a fixed
point (see Theorems 2.1 and 2.2 in [2]). Finally, we say that X has the
property Hα whenever for each x, y ∈ X there exists z ∈ X such that
α(x, z) ≥ 1 and α(y, z) ≥ 1. If X has the property Hα in Theorems
2.1 and 2.2 in [2], then X has a unique fixed point ([2], Theorem 2.3).

Let (X, d) be a metric space and T : X ↠ X a multifunction on
X. In this case, we say that T is a α∗ − ψ−contractive multifunc-
tion if there exist ψ ∈ Ψ and α : X × X → [0,+∞) such that
α∗(Tx, Ty)H(Tx, Ty) ≤ ψ(d(x, y)) for all x, y ∈ X, where H is the
Hausdorff metric and α∗(A,B) = inf{α(a, b) : a ∈ A, b ∈ B} for all
A,B ⊆ X. Also, we say that T is α∗−admissible whenever α(x, y) ≥ 1
implies α∗(Tx, Ty) ≥ 1, see [1].

2. Preliminaries

We collect some basic definitions, lemmas and notations, which will
be used throughout the paper. We denote by CB(X) the family of
nonempty, closed and bounded subsets of X and by CL(X) the class of
nonempty closed subsets of X. For A,B ∈ CB(X), define the function
H : CB(X) × CB(X) → R+ by H(A,B) = max{δ(A,B), δ(B,A)},
where δ(A,B) = sup{D(a,B) : a ∈ A}, δ(B,A) = sup{D(b, A) : b ∈
B} with D(a, C) = inf{d(a, x) : x ∈ C}. Note that H is called the
Pompeiu-Hausdroff metric induced by the metric d.

Definition 2.1. Let (X, d) be a metric space and T : X → CB(X) be
a given multifunction. Let α : X×X → [0,+∞), ψ ∈ Ψ and m(x, y) =
max{d(x, y), D(x, Tx), D(y, Ty), 1

2
[D(x, Ty) +D(y, Tx)]} for all x, y ∈

X. We say that T is a generalized α∗ − ψ−contractive multifunction
whenever α∗(Tx, Ty)H(Tx, Ty) ≤ ψ(m(x, y)) for all x, y ∈ X.

Definition 2.2. A subset B ⊆ X is said to be an approximation if for
each given y ∈ X, there exists z ∈ B such that D(B, y) = d(z, y).

Definition 2.3. A multi-valued mapping T : X −→ CB(X) is said
to have approximate values in X if Tx is an approximation for each
x ∈ X.
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Definition 2.4. Let (X,⪯, d) be a partially ordered complete metric
space, a multi-valued mapping T : X → CB(X) is called order closed
if for monotone sequences xn ∈ X and yn ∈ Txn, with xn → x and
yn → y, y ∈ Tx.

Definition 2.5. Let F : X ×X → CB(X) be a multifunction, where
(X, d) is a metric space. We say that (x, y) ∈ X ×X is a coupled fixed
point of F if x ∈ F (x, y), y ∈ F (y, x).

3. Main results

Let (X, d) be a metric space and F : X × X → X a mapping. We
define δ((x, y), (u, v)) = d(x, u) + d(y, v) and

m((x, y), (u, v)) = max{δ((x, y), (u, v)), δ((x, y), (F (x, y), F (y, x))),

δ((u, v), (F (u, v), F (v, u))),
1

2
[δ((x, y), (F (u, v), F (v, u)))

+ δ((u, v), (F (x, y), F (y, x)))}

for all (x, y), (u, v) ∈ X × X. Also, if F : X × X → CB(X) is a
multifunction mapping we define ∆(TF (x, y), TF (u, v))
= H(F (x, y), F (u, v)) +H(F (y, x), F (v, u)) and

M((x, y), (u, v)) = max{δ((x, y), (u, v)),∆(({x}, {y}), TF (x, y)),

∆(({u}, {v}), TF (u, v)),
1

2
[∆(({x}, {y}), TF (u, v))

+ ∆(({u}, {v}), TF (x, y))}

for all (x, y), (u, v) ∈ X ×X.
Now, we are ready to state and prove our main results.

Definition 3.1. Let (X,⪯) be a partially ordered set. For two subsets
A,B of X one marks A ⪯r B if for every a ∈ A there exists b ∈ B such
that a ⪯ b.

Definition 3.2. Let (X,⪯) be a partially ordered set and F : X ×
X ↠ X be a given multifunction mapping. We say that F has mixed
monotone property if for all x, y ∈ X we have: (1) for all x1, x2 ∈ X,
x1 ⪯ x2 ⇒ F (x1, y) ⪯r F (x2, y) and (2) for all y1, y2 ∈ X, y1 ⪯ y2 ⇒
F (x, y2) ⪯r F (x, y1).

Theorem 3.3. Let (X, d) be a complete metric space and F : X ×
X → CB(X) be a given multifunction mapping and an approximation.
Suppose that there exist ψ ∈ Ψ, a function α : CB(X) × CB(X) →
[0,+∞), and α∗ : CB(X2) × CB(X2) → [0,+∞) which satisfy the
following conditions:
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(i) For all (x, y), (u, v) ∈ X ×X,

α∗(TF (x, y), TF (u, v))H(F (x, y), F (u, v)) ≤ 1

2
ψ(M((x, y), (u, v))),

(ii) For all (x, y), (u, v) ∈ X ×X, we have

α((x, y), (u, v)) ≥ 1 ⇒ α∗(TF (x, y), TF (u, v)) ≥ 1.

(iii) There exists (x0, y0) ∈ X ×X with α∗({(x0, y0)}, TF (x0, y0)) ≥
1 and α∗(TF (y0, x0), {(y0, x0)}) ≥ 1.

(iv) If {xn}, {yn} are sequences in X with α((xn, yn), (xn+1, yn+1)) ≥
1, α((yn+1, xn+1), (yn, xn)) ≥ 1, xn → x ∈ X and yn → y ∈ X
as n → +∞, then there exists a subsequence {xn(k)} of {xn}
and {yn(k)} of {yn} such that α((xn(k), yn(k)), (x, y)) ≥ 1 and
α((y, x), (yn(k), xn(k))) ≥ 1 for all k ≥ 1.

Then, F has a coupled fixed point, that is, there exists (x∗, y∗) ∈
X ×X such that x∗ ∈ F (x∗, y∗) and y∗ ∈ F (y∗, x∗).

Theorem 3.4. Let (X,⪯) be a partially ordered set and suppose there
is a metric d on X such that (X, d) is a complete metric space. Let
F : X ×X ↠ X be a multifunction mapping having the mixed mono-
tone property on X. Assume that there exists k ∈ [0, 1) such that
H(F (x, y), F (u, v)) ≤ (k/2)M((x, y), (u, v)) for all x, y, u, v ∈ X such
that x ⪰ u and y ⪯ v. Also, assume that X has the following proper-
ties:

(i) If for a nondecreasing sequence {xn}, xn → x ∈ X, then xn ⪯ x
for all n.

(ii) If for a nonincreasing sequence {yn}, yn → y ∈ X, then yn ⪰ y
for all n.

(iii) There exists (x0, y0) ∈ X ×X such that {x0} ⪯r F (x0, y0) and
F (y0, x0) ⪯r {y0}.

Then F has a coupled fixed point.
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Abstract. Recently, B. Samet, C. Vetro and P. Vetro introduced
the notion of α − ψ−contractive type mappings and established
some fixed point theorems for the mappings in complete metric
spaces. In this paper, with the motivation of α−ψ−contractiveness
of a mapping T on a metric space, we introduce a new notion of
coupled α∗−g−contractiveness of two mappings T and S on a met-
ric space. Then, considering this notion, some common fixed point
results have been obtained. Moreover, some examples and appli-
cations to integral equations are given to illustrate the usability of
the obtained results.

1. Introduction

It is well know that fixed point theory has many applications and was
extended by several authors from different views (see, for example, [3]).
Recently, B. Samet et al introduced the notion of α − ψ−contractive
type mappings [2]. We denote by Ψ the family of all nondecreasing
functions ψ : [0,∞) → [0,∞) such that

∑∞
n=1 ψ

n(t) < ∞ for all t > 0,
where ψn is the n−th iterate of ψ. It is known that, if ψ ∈ Ψ then
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ψ(t) < t for all t > 0; [2]. Let (X, d) be a metric space, T a self-map
on X, ψ ∈ Ψ and α : X ×X → [0,∞) a function. Then T is called a
α− ψ−contraction mapping if there exist two functions α : X ×X →
[0,+∞) and ψ ∈ Ψ such that α(x, y)d(Tx, Ty) ≤ ψ(d(x, y)) for all
x, y ∈ X. Also, we say that T is α−admissible whenever α(x, y) ≥ 1
implies α(Tx, Ty) ≥ 1; [2]. The aim of this paper is to introduce the
notion of coupled α∗ − g− contractive multi-valued mappings, weakly
increasing multi-valued mapping and gives a common fixed point result
about the multi-valued mappings.

2. Preliminaries

We collect some basic definitions, lemmas and notations which will
be used throughout the paper. Let R+ denote the set of all nonnegative
real numbers and N denote the set of positive integers. Also, we denotes
CB(X) the family of nonempty, closed and bounded subsets of X and
by CL(X) the class of nonempty closed subsets of X. Also, we denote
by H the Pompeiu-Hausdroff metric on CB(X) induced by the metric
d;

H(A,B) = max{sup
y∈B

D(A, y), sup
x∈A

D(x,B)}

and D(x,B) = inf{d(x, y) : y ∈ B}.

Definition 2.1. Let g : [0,+∞)5 → [0,+∞) be a continuous function
and satisfy the following conditions:

(a) g(1, 1, 1, 2, 0) = g(1, 1, 1, 0, 2) = h ∈ (0, 1).
(b) g is sub-homogenous, that is,

g(λx1, λx2, λx3, λx4, λx5) ≤ λg(x1, x2, x3, x4, x5)

for all λ ≥ 0 and all (x1, x2, x3, x4, x5) ∈ [0,+∞)5.
(c) If xi, yi ∈ [0,+∞) and xi < yi, for i = 1, 2, 3, 4 then

g(x1, x2, x3, x4, 0) < g(y1, y2, y3, y4, 0)

and

g(x1, x2, x3, 0, x4) < g(y1, y2, y3, 0, y4).

In this case, we write g ∈ R.

Definition 2.2. Let (X, d) be a metric space and T, S : X → CB(X)
be given coupled multi-valued mappings. Let α : X × X → [0,+∞),
α∗(A,B) = inf{α(a, b) : a ∈ A, b ∈ B} for all A,B ⊂ X. One says that
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T, S are coupled α∗ − g−contractive multi-valued mappings if there
exist two functions α : X ×X → [0,+∞) and g ∈ R such that

α∗(Ax,By)H(Ax,By) ≤ (2.1)

g(d(x, y), D(x,Ax), D(y,By), D(x,By), D(y, Ax))

for all x, y ∈ X, where A and B can be S or T .

Definition 2.3. Let T, S : X → CB(X) and α : X × X → [0,+∞).
One says that T, S are α∗-common admissible if

α(x, y) ≥ 1 ⇒ α∗(Ax,By) ≥ 1 (2.2)

A,B = T or S for all x, y ∈ X.

Definition 2.4. A subset B ⊆ X is said to be an approximation if for
each given y ∈ X, there exists z ∈ B such that

D(B, y) = d(z, y).

Definition 2.5. A multi-valued mapping T : X −→ CB(X) is said
to have approximate values in X if Tx is an approximation for each
x ∈ X.

Definition 2.6 ([1]). Let (X,⪯, d) be a partially ordered complete
matric space, a multi-valued mapping T : X → CB(X) is called order
closed if for monotone sequences xn ∈ X and yn ∈ Txn, with xn → x
and yn → y, we have y ∈ Tx.

3. Main results

Now, we are ready to state and prove our main results.

Lemma 3.1. If g ∈ R and u, v ∈ [0,+∞) are such that

u ≤ max{g(v, v, u, v + u, 0), g(v, v, u, 0, v + u),

g(v, u, v, v + u, 0), g(v, u, v, 0, v + u)}.
Then there is h ∈ (0, 1) with u ≤ hv.

Lemma 3.2. Let (X, d) be a metric space. Suppose that T, S : X →
CB(X) are coupled α∗ − g−contractive multi-valued mappings. Then
Fix(T ) = Fix(S).

Theorem 3.3. Let (X, d) be a complete metric space. Suppose that
T, S : X → CB(X) are coupled α∗ − g−contractive multi-valued map-
pings and satisfies the following conditions:

(i) T, S are α∗-common admissible.
(ii) There exists x0 ∈ X such that α∗({x0}, Tx0) ≥ 1.
(iii) T or S is order closed.
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Then T, S have common fixed point x∗ ∈ X. Further, for each x0 ∈
X, the iterated sequence {xn} with x2n+1 ∈ Tx2n and x2n+2 ∈ Sx2n+1

converges to the common fixed point of T and S.

Fixed point theorems for operators in ordered Banach spaces are
widely investigated and have found various applications in differential
and integral equations.

Theorem 3.4. Let X = C([a, b],Rn), a > 1 and d : X × X → R be
defined as follows:

d(x, y) = max
t∈[a,b]

||x(t)− y(t)||∞
√
1 + a2 cos tan−1 a.

Consider the Urysohn integral equations

x(t) =

∫ b

a

K1(t, s, x(s))ds+ s(t), y(t) =

∫ b

a

K2(t, s, y(s))ds+ h(t),

where t ∈ [a, b] ⊂ R, x, y, s, h ∈ X.
Suppose that K1, K2 : [a, b]× [a, b]×Rn → Rn are such that Fx, Gy ∈

X, for each x, y ∈ X, where,

Fx(t) =

∫ b

a

K1(t, s, x(s))ds, Gy(t) =

∫ b

a

K2(t, s, y(s))ds,

for all t ∈ [a, b]. If there exists 0 < h < 1 such that for every x, y ∈ X

||Fx(t)−Gy(t) + s(t)− h(t)||∞
√
1 + a2 cos tan−1 a ≤ hR(x, y)(t),

where

R(x, y)(t) ∈ {A(x, y)(t), B(x, y)(t), C(x, y)(t), D(x, y)(t), E(x, y)(t)},

A(x, y)(t) = ||x(t)− y(t)||∞
√
1 + a2 cos tan−1 a,

B(x, y)(t) = ||Fx(t) + s(t)− x(t)||∞
√
1 + a2 cos tan−1 a,

C(x, y)(t) = ||Gy(t) + h(t)− y(t)||∞
√
1 + a2 cos tan−1 a,

D(x, y)(t) =

(||Gy(t) + h(t)− x(t)||∞ + ||Fx(t) + s(t)− y(t)||∞)
√
1 + a2 cos tan−1 a

2
,

E(x, y)(t) =

||Gy(t) + h(t)− x(t)||∞||Fx(t) + s(t)− y(t)||∞
√
1 + a2 cos tan−1 a

1 + maxt∈[a,b]A(x, y)(t)
.

Then the system of Urysohn integral equations have a unique common
solution.
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Abstract. In this paper we generalize the results obtained in case
of multiplication operators on L2

a(D) induced by Blaschke products
with two zeros in D.

1. Introduction

Let D be the open unit disk in the complex plane C. The Bergman
space L2

a(D) is the Hilbert space of analytic functions f in D such that
∥f∥2 =

∫
D |f(z)|

2dA(z) <∞, where dA is the normalized area measure
of D. If f(z) =

∑∞
n=0 anz

n and g(z) =
∑∞

n=0 bnz
n are two functions in

L2
a(D), then the inner product of f and g is given by

< f, g >=

∫
D
f(z)g(z)dA(z) =

∞∑
n=0

anbn
n+ 1

.

We study multiplication operators on L2
a(D) induced by analytic func-

tions. Thus for φ ∈ H∞(D), the space of bounded analytic functions
in D, we define Mφ : L2

a(D) −→ L2
a(D) by Mφf = φf, f ∈ L2

a(D). It
is easy to check that Mφ is a bounded linear operator on L2

a(D) with
∥Mφ∥ = ∥φ∥∞ = sup{|φ(z)| : z ∈ D}.
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2. Main results

We begin with a simple method for constructing reducing subspaces
of certain analytic multiplication operators. The main reference for
this line of ideas is [4]. For any λ ∈ D recall that φλ is the Mobius

map on D defined by φλ(z) =
λ− z

1− λz
, z ∈ D. We define a composition

operator Cλ and a unitary Uλ on L2
a(D) as follows:

Cλf = f ◦ φλ, Uλf = f ◦ φλkλ, f ∈ L2
a(D).

Here kλ is the normalized reproducing kernel of L2
a(D) at λ. It is easy

to check that U2
λ is the identity operator. Thus Uλ is a self-adjoint

unitary operator whose spectrum consists of 1 and - 1. By the spectral
theorem there exists an orthogonal projection pλ with range space Mλ

such that Uλ = Pλ − P⊥
λ , where λ

⊥ is the orthogonal projection onto

M⊥
λ . In fact Pλ =

1

2
(I + Uλ), P

⊥
λ =

1

2
(I − Uλ). Furthermore, Mλ is

simply the set of fixed points of Uλ and M⊥
λ is the set of fixed points

of −Uλ; see [4].

Lemma 2.1. Let φ ∈ H∞(D) and λ ∈ D. If φ is a fixed point of
Cλ, then Mλ (and hence M⊥

λ ) is reducing subspace of Mφ : L2
a(D) −→

L2
a(D).

It was shown in [4] that

Mλ = Uσ(L
2
ae(D)) = {f ◦ φσkσ : f ∈ L2

ae(D)}

and

M⊥
λ = Uσ(L

2
a0(D)) = {f ◦ φσkσ : f ∈ L2

a0(D)}
where σ is the geodesic midpoint between 0 and λ:

σ =
1−

√
1− |λ|2

|λ|2
λ;

if λ = 0, then σ is 0, which is the limit of the above expression as
λ → 0. The fixed points of Cλ and −Cλ were also described in [4]in
terms of even and odd functions and Mobius maps. We will not need
this description of fixed points, but the following corollary serves as an
interesting example.

Lemma 2.2. If λ ∈ D and φ(z) = zφλ(z), then Mλ (and hence M⊥
λ )

is a reducing subspace of Mφ : L2
a(D) −→ L2

a(D).

Proof. It is clear that φ is fixed point of Cλ. □
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We now consider multiplication operators on L2
a(D) induced by Blaschke

products with two zero in D show how the above ideas can be used to
produce reducing subspaces for such operators; the corollary above is
a critical special case.

Lemma 2.3. For any two points a and b in D there exists a unimodulus
constant c ∈ C such that φb ◦ φa = cφλ, where λ = φa(b).

Proof. This is well known; see [4]. □

Fix two points a and b (not necessarily distinct) in D and let φ =
φaφb be the Blaschke product with zero a and b. We can write φ =
ψ ◦ φa, where

ψ(z) = zφb ◦ φa(z), z ∈ D.
By Lemma 2.2 there exists a unimodulus constant c such that

φb ◦ φa(z) = cφλ(z), z ∈ D

wrhere λ = φa(b). Thus ψ(z) = cφλ(z), and by Lemma 2.3, the spaces
Mλ and M⊥

λ are reducing subspaces of Mψ.
Since the operator Ua establishes a unitary equvalence between Mφ

and Mψ, we conclude that

Ua(Mλ) = {f ◦ φaka : f ∈Mλ}

and

Ua(M
⊥
λ ) = {f ◦ φaka : f ∈M⊥

λ }
are reducing subspaces of Mφ .

Let m be the geodisc midpoint between a and b. Then σ = φa(m)
is the geodesic midpoint between 0 and λ = φa(b). Recall that

Mλ = {f ◦ φσkσ : f ∈ L2
ae(D)}

and

M⊥
λ = {f ◦ φσkσ : f ∈ L2

a0(D)}.
Combining these formulae with the conclusions reached in the previous
paragraph, we obtain the following reducing subspaces for Mφ:

Xe = {f ◦ φa ◦ φakσ ◦ φaka : f ∈ L2
ae(D)}

and

X0 = {f ◦ φa ◦ φakσ ◦ φaka : f ∈ L2
a0(D)}.

We proceed to show that these are the only two proper reducing
subspaces of Mφ on L2

a(D).To this end we will need the following well
known fact.
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Lemma 2.4. Suppose that φ is any function in H∞(D) with ∥φ∥∞ ≤ 1.
Then any invariant (or reducing) subspace of Mφ is also an invariant
(or reducing) subspace of Mh◦φ, where h is any function in H∞(D) .
Theorem 2.5. Let a and b be two points in D and let m the geodesic
midpoint between a and b. Then

Xe = {f ◦ φmkm : f ∈ L2
ae(D)}

and
X0 = {f ◦ φmkm : f ∈ L2

a0(D)}
are the only proper reducing subspaces of Mφ, where φ = φaφb.

Finally in this section we present a description of the commutant of
Mφ on L2

a(D) when φ is a Blaschke product with two zeros.

Theorem 2.6. Let a and b be two points in D with geodesic midpoint
m. Let φ = φaφb. Then the commutant of Mφ consists of operators T
which admit the following representation: Tf = Ff1+Gf2/(z−m), f ∈
L2
a(D), where F and G are functions in H∞(D) and f = f1 + f2 with

f1 ∈ Xe and f2 ∈ X0.

A similar description of the commutant of Mφ on Bergman space
for φ = φaφb is obtained in [2]. More specifically, the commutant
of Mφ is described in [2] and [4] as the set of operators of the form
T =MF +MGCr + λM(z−c)−1(I − Cr), where F and G are function in
H∞(D), λ is any complex constant,

r =
a+ b− |a|2b− |b|2a

1− |ab2
, c =

1−
√
1− |r|2
r

and Cr is the composition operator induced by the Mobius map φr.
Although this description seemingly suggests that (Mφ)

, can be iden-
tified with H∞(D)⊕H∞(D)⊕C, while our Theorem 2.5 suggests that
(Mφ)

, is simply H∞(D) ⊕H∞(D), it can be checked that the two are
equivalent. In fact, the equivalence becomes apparent when a = b = 0.
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Abstract. In this paper we consider the Hilbert space of an-
alytic functions on a plane domain Ω and multiplication opera-
tors on such spaces induced by functions in H∞(Ω). Recently,
K. Zhu has given condition under which the adjoints of multiplica-
tion operators on Hilbert spaces of analytic functions belong to the
Cowen-Douglas classes. In this paper, we provide some sufficient
conditions which give the converse of the main result obtained by
K. Zhu. We also characterize the commutant of certain multipli-
cation operators.

1. Introduction

Let H be a Hilbert space of functions that are analytic on a plane
domain Ω such that:

(1) Every point ω ∈ Ω is a nonzero bounded functional on H, so
that H has a reproducing kernel kω such that f(ω) =< f, kω >
for all f ∈ H.

(2) If f is function in H, then so is zf .
(3) If f ∈ H and f(λ) = 0, then there is a function g ∈ H such

that (z − λ)g = f .
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A space H satisfying the above conditions is called a Hilbert space of
analytic functions on Ω. The Hardy and Bergman spaces are examples
of Hilbert spaces of analytic functions on the open unit disk.

A complex-valued functions ϕ on Ω for which ϕf ∈ H for every f ∈ H
is called a multiplier of H, and every multiplier ϕ on H determines a
multiplication operator Mϕ on H by Mϕf = ϕf , f ∈ H. The set of
all multipliers of H is denoted by M(H). Clearly M(H) ⊂ H∞(Ω),
where H∞(Ω) is the space of all bounded analytic functions on Ω. In
fact ∥ϕ∥∞ ≤ ∥Mϕ∥. A good source on this topic is [3].

Recall that for a positive integer n and a domain U ⊂ C, the Cowen-
Douglas class Bn(U) consists of bounded linear operators T on any
fixed separable infinite-dimensional Hilbert space X with the following
properties:

(a) ran(λ− T ) = X for every λ ∈ U .
(b) dim(ker(λ− T )) = n for every λ ∈ U .
(c) span{ker(λ− T ) : λ ∈ U} = X.

Here span denote the closed linear span of a collection of sets in X.
For a study of the Cowen-Douglas classes Bn , we mention [1].

Also recall that a bounded linear operator A on a Hilbert space
is a Fredholm operator if and only if ranA is closed and both kerA
and kerA∗ are finite-dimensional. We use σ(A) and σe(A) to denote,
respectively, the specturm and the essential spectrum of A.

We show that a lot of multiplication operators on Hilbert spaces
of analytic functions belong to the Cowen-Douglas B1 and hence are
irreducible. Our analysis also reveals an interesting fact about the
Cowen-Douglas classes: an operator may simultaneously belong to Bn

for several different n.

Proposition 1.1. Suppose φ ∈ H∞(Ω) and there exists a domain
V ⊂ φ(Ω) such that Ω

∩
φ−1(z) is a singleton for every z ∈ V . Then

the adjoint of the operator Mφ : H → H belongs to the Cowen-Douglas
class B1(U), where U = {z : z ∈ V }.

Proposition 1.2. Suppose φ ∈ H∞(Ω) and V is a (nonempty) do-
main contained in φ(Ω). If there exists a positive integer n such that
Ω
∩
φ−1(z) consists of n points (counting multiplicity) for every z ∈ V ,

then the adjoint of the operator Mφ : H → H belongs to the Cowen-
Douglas class Bn(U), where U = {z : z ∈ V }.

2. Main results

In Propositions 1.1 and 1.2, sufficient conditions for the adjoint of a
multiplication operator on Hilbert spaces of analytic functions has been
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given to belong to the Cowen-Duglas class Bn for a positive integer n.
We investigate the converse of Zhu’s results. Also we consider the
commutant of special multiplication operators.

In the rest, we assume thatH is a Hilbert spaces of analytic functions
on a bounded plane domain Ω. We further assume that

M(H) = H∞(Ω).

In the following by kλ we mean the unit vector kλ/∥kλ∥.
Theorem 2.1. Suppose ϕ ∈ H∞(Ω) and V is a domain in C such
that, for a positive integer n, the adjoint of the operator Mϕ : H → H
belongs to the Cowen-Douglas class Bn(U), where U = {z : z ∈ V }.
Also suppose that the convergence of any sequence {zn}n ⊂ Ω to a
boundary point of Ω implies the weak convergence of {Kzn}n. Then
V ⊂ ϕ(Ω) and Ω

∩
ϕ−1(λ) consists of n points (counting multiplicity)

for every λ ∈ V .

In the following, let Ω be such that if λ ∈ Ω then −λ ∈ Ω. Also
we assume that the composition operator C−z : H → H defined by
C−zf = f(−z) is bounded.
Proposition 2.2. Suppose ϕ ∈ H∞(Ω) and there exists a domain and
there exists a domain V ⊂ ϕ(Ω) such that Ω

∩
ϕ−1(ω) is a singleton

for every ω ∈ V . If ϕ is odd and SMϕ = −MϕS, then S =MhC−z for
some h ∈ H∞(Ω).

Theorem 2.3. Let ϕ ∈ H∞(Ω) be an odd map and suppose that for a
domain V ⊂ ϕ(Ω) the set Ω

∩
ϕ−1(ω) is a singleton for every ω ∈ V .

If SMϕ2 = Mϕ2S and SMϕ −MϕS is compact, then S = Mh for some
h ∈ H∞(Ω).

Proof. Clearly we can see that TMϕ = −MϕT , where T = SMϕ −
MϕS. So by Proposition 2.2, there exists ψ ∈ H∞(Ω) such that T =
MψC−z. Since T is compact, Mψ is also compact, and by the Fredholm
alternative, ψ = 0. Thus SMϕ = MϕS and by Proposition 8 in [4],
S =Mh for some h ∈ H∞(Ω) and so the proof is complete. □
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Abstract. The aim of this note is to prove a variant of the
celebrated Hausdorff–Young inequality for the short-time Fourier
transform.

1. Introduction and preliminaries

The short-time Fourier transform (STFT) was first introduced by D.
Gabor in [2] to obtain time-frequency analysis of signals, what which is
not achievable using the Fourier transform itself. The transformation
is by now the main concept of a vast theory named time-frequency
analysis [4]. The basic idea in STFT is to bring time localization to
the frequency analysis provided by the Fourier transform. This is done
by first windowing the function to be analyzed and then taking the
Fourier transform. Here, by “windowing the function” we mean to
multiply it by translations of an appropriate function g, referred to as
window, for example, a function of compact support. More precisely,
given f, g ∈ L2(Rn), the STFT of f with respect to g is the function
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Vgf defined on Rn × Rn via

Vgf(x,w) =

∫
Rn

f(t)g(t− x)e−2πit.wdt.

It is straightforward that Vgf(x,w) = (f.Txg)
∧(w), where Tx is the

operator of translation by x and ∧ denotes the Fourier transform.
Interpreting the STFT in this way, one is able to prove results for the

transform on the basis of the existing theorems of Fourier analysis. For
example, Plancherel’s theorem yields the very important orthogonality
relation for the STFT, which asserts that

||Vgf ||2 = ||g||2 ||f ||2. (1.1)

Here ||Vgf ||2 is computed with respect to the known product measure
on Rn × Rn.

It is easily understood that (1.1) is the STFT version of the isometry
relation of Plancherel’s theorem known as Plancherel’s identity [3, The-
orem 2.2.14]. Roughly speaking, the window g which is used to obtain
the STFT from the Fourier transform manifests itself in the form ||g||2
in the variant (1.1) of Plancherel’s identity.

In general, it is natural to seek for the STFT version of any result
of Fourier analysis. One important result in Fourier analysis, which to
the best of our knowledge has no STFT counterpart, is the Hausdorff–
Young inequality stated below.

Theorem 1.1 (Hausdorff–Young inequality). Let 1 ≤ q ≤ 2 and p be
the conjugate exponent of q. Then the Fourier transform maps Lq(Rn)
into Lp(Rn), and

||f̂ ||p ≤ ||f ||q.

Our aim in this note is to prove an STFT version of the above the-
orem. This will be achieved in the next section. For now, we recall
some preliminary results which can be found in [1].

Theorem 1.2 (Minkowski’s inequality for integrals). Let (X,M, µ)
and (Y,N , ν) be σ-finite measure spaces and let f be a non-negative
(M

⊗
N )-measurable function defined on X × Y . Then for every 1 ≤

p <∞,[∫
X

(∫
Y

f(x, y) dν(y)

)p
dµ(x)

]1/p
≤
∫
Y

[∫
X

f(x, y)p dµ(x)

]1/p
dν(y).

Proposition 1.3. Let (X,M, µ) be a measure space. If 0 < p < q <
r ≤ ∞, then Lp(µ) ∩ Lr(µ) ⊂ Lq(µ) and ||f ||q ≤ ||f ||λp ||f ||1−λr , where
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λ ∈ (0, 1) is given by

λ =
q−1 − r−1

p−1 − r−1
.

2. The main result

The following is our main result, namely, Hausdorff–Young inequality
for the STFT. In [5, Theorem 2.5] we proved a similar result for a
directionally sensitive variant of the STFT known as directional short-
time Fourier transform (DSTFT).

Theorem 2.1. If f ∈ L1(Rn) ∩ L2(Rn) and g ∈ L2(Rn) ∩ L∞(Rn),
then for every 2 < p <∞ with conjugate exponent q

||Vgf ||p ≤ ||g||p ||f ||q. (2.1)

Proof. Since f ∈ L1(Rn) ∩ L2(Rn) and g ∈ L∞(Rn), for every x ∈ Rn,
f.Txg ∈ L1(Rn)∩L2(Rn). Since 1 < q < 2, this implies f.Txg ∈ Lq(Rn)
for all such x, and also that(∫

Rn

|Vgf(x,w)|pdw
)1/p

=

(∫
Rn

|(f.Txg)∧(w)|pdw
)1/p

≤
(∫

Rn

|f.Txg(v)|q dv
)1/q

,

in view of the Hausdorff–Young inequality (Theorem 1.1). Hence

||Vgf ||qp =

(∫
Rn

∫
Rn

|Vgf(x,w)|p dwdx
)q/p

≤

(∫
Rn

(∫
Rn

|f.Txg(v)|q dv
)p/q

dx

)q/p

.

Since p/q > 1, we may now apply Minkowski’s inequality for integrals
(Theorem 1.2) to the last integrals to obtain

||Vgf ||qp ≤
∫
Rn

(∫
Rn

|f.Txg(v)|pdx
)q/p

dv

=

∫
Rn

|f(v)|q
(∫

Rn

|g(v − x)|pdx
)q/p

dv.

But ∫
Rn

|g(v − x)|pdx = ||g||pp.

Hence
||Vgf ||qp ≤ (||g||p ||f ||q)q ,
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giving (2.1). □
It is now appropriate to state some easy corollaries of the Hausdorff–

Young inequality.

Corollary 2.2. If g, p and q are as in Theorem 2.1, then the short-time
Fourier transform Vg associated to g extends to a bounded operator of
norm less than or equal to ||g||p from Lq(Rn) into Lp(Rn × Rn).

Proof. This follows from (2.1) and the density of L1(Rn) ∩ L2(Rn) in
Lq(Rn). □
Corollary 2.3. With the assumptions of Theorem 2.1 one has

||Vgf ||p ≤ (||f ||2 ||g||2)2/p (||f ||1 ||g||∞)1−2/p . (2.2)

Proof. Since g ∈ L2(Rn)∩L∞(Rn), by Proposition 1.3, g ∈ Lp(Rn) and

||g||p ≤ ||g||λ2 ||g||1−λ∞ , (2.3)

where λ = 2/p. Similarly, f ∈ L1(Rn) ∩ L2(Rn) implies

||f ||q ≤ ||f ||λ1 ||f ||1−λ2 (2.4)

with λ = 2/q − 1 = 1 − 2/p. Now, (2.2) follows from (2.3), (2.4) and
(2.1). □
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Abstract. Let X and Y be subsets of the real line with at least
two points, and let E and F be strictly normed spaces. ByBV (X,E)
we mean the space of E-valued functions of bounded variation on
X with respect to the supremum norm ∥·∥∞. In this paper we give
a complete description of a surjective, not assumed to be linear,
isometry T : BV (X,E) −→ BV (Y, F ).

1. Introduction

There has been always considerable interest in studying isometries
between different spaces of functions. In the context of spaces of con-
tinuous functions, the history dates back to the famous Banach-Stone
theorem which characterizes complex-linear isometries of C(X)-spaces,
where C(X) denotes the space of all complex-valued continuous func-
tions on a compact Hausdorff space X [3, 7]. Then Jerison obtained
a vector analogue of the Banach-Stone theorem for C(X,E)-spaces as
follows:
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Theorem 1.1 ([6]). For compact Hausdorff spaces X and Y , a strictly
convex Banach space E, and a surjective complex-linear isometry T :
C(X,E) −→ C(Y,E), there exist a homeomorphism φ : Y −→ X and
a continuous function J from Y into the space of bounded complex-
linear operators on E equipped with the strong operator topology, such
that Tf(y) = J(y)(f(φ(y))) for all y ∈ Y and f ∈ C(X,E).

This result has been extended in different directions. See [4] for a
good survey of this topic. Here we focus on the study of isometries
between spaces of vector-valued functions of bounded variation. First
let us state some preliminaries.

Let X be a subset of the real line with at least two points and E be
a normed space. It is said that a function f : X −→ E has bounded
variation if there exists a constant k ≥ 0 such that

n∑
i=1

∥f(xi)− f(xi−1)∥ ≤ k,

for each x0, x1, ..., xn ∈ X, x0 < x1 < ... < xn (n ∈ N). The least
such k is called the total variation of f and will be noted by V(f). We
denote the space of all E-valued functions of bounded variation on X
by BV (X,E). We also set BV (X) := BV (X,C). It should be noted
that these functions are not necessarily continuous.

We also recall that a normed space E is called strictly convex if
each e ∈ SE is an extreme point of the closed unit ball of E, where
SE = {e ∈ E : ∥e∥ = 1}.

Recently, Araujo [1] characterized surjective complex-linear isome-
tries on BV (X)-spaces with respect to the complete norm ∥·∥∞+V(·).
Then, in [5], the author studied surjective real-linear isometries between
spaces of functions of bounded variation with respect to the supremum
norm and also the norm ∥ · ∥ := max(∥ · ∥∞,V(·)). The aim of this
paper is to characterize surjective, not assumed to be linear, isome-
tries T : BV (X,E) −→ BV (Y, F ), where E and F are strictly convex
normed spaces. More precisely, we give a weighted composition repre-
sentation of T − T0 inducing a bijection between X and Y . Moreover,
as a corollary, a vector-valued version of [5, Theorem 2.1] is obtained.
We finally remark that our method has been motivated by ideas given
in [2] and [5].

2. Main results

In the sequel, we assume thatX and Y are compact Hausdorff spaces,
E and F are strictly convex normed spaces. The object of this paper
is to prove the following.
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Theorem 2.1. Let T : BV (X,E) −→ BV (Y, F ) be a surjective, not
assumed to be linear, isometry with respect to the supremum norm.
Then there exist a bijection ψ : Y −→ X, and a continuous function
J : Y −→ B(E,F ) such that for all f ∈ BV (X,E) and y ∈ Y ,

Tf(y) = T0(y) + J(y)(f(ψ(y))),

where B(E,F ) denotes the space of all continuous real-linear operators
from E into F equipped with the strong operator topology.

The proof of the theorem will be given through several lemmas.

Lemma 2.2. S := T − T0 is a surjective real-linear isometry.

Given function f : X −→ E, we define the cozero set of f as coz(f) =
{x ∈ X : f(x) ̸= 0}.

Lemma 2.3. S and S−1 are disjointness preserving, i.e., S and S−1

map functions with disjoint cozeros to functions with disjoint cozeros.

Lemma 2.4. Let x0 ∈ X and e ∈ SE. There exists a unique y0 ∈ Y
such that coz(S(eχ{x0})) = {y0}. Furthermore, Sf(y0) = 0 for all
f ∈ BV (X,E) with f(x0) = 0.

We define the map φ : X −→ Y by φ(x) := y, where y is the unique
element of coz(S(eχ{x})), obtained from the above lemma, for some
e ∈ SE.

Lemma 2.5. The map φ : X −→ Y is bijective.

We define the function J : Y −→ B(E,F ) by J(y)(e) = Sê(y) for
all e ∈ E, where ê denotes the function which is constantly e on X.

Now, putting ψ := φ−1, it is not difficult to see that

Tf(y) = T0(y) + J(y)(f(φ(y))) (f ∈ BV (X,E) y ∈ Y ),

which completes the proof of Theorem 2.1.
In scalar-valued case, we can easily obtain the following result which

is a generalization of [5, Theorem 2.1].

Corollary 2.6. Let T : BV (X) −→ BV (Y ) be a surjective (not nec-
essarily linear) isometry. Then there exist a unimodular function Γ, a
bijection ψ : Y −→ X, and a (possibly empty) subset K of Y such that
for all f ∈ BV (X) and y ∈ Y ,

Tf(y) = T0(y) + Γ(y)

{
f(ψ(y)) y ∈ K

f(ψ(y)) y ∈ Y \K
where ·̄ denotes the complex conjugate.



100 M. HOSSEINI

It should be noted that the following example shows that the induced
bijection ψ need not be a homeomorphism (compare with Theorem 1.1).

Example 2.7 ([5]). Consider X = (0, 1]∪ {−1}, Y = [0, 1)∪ {2}, and
define the complex-linear isometry T : BV (X) −→ BV (Y ) by

Tf(y) =

 f(y) y ∈ (0, 1)
f(−1) y = 0
f(1) y = 2.

Then Tf = f ◦ ψ, where the bijection ψ (ψ(y) = y if y ∈ (0, 1),
ψ(2) = 1, and ψ(0) = −1) is not a homeomorphism.
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Abstract. In this note we give some measure-theoretic character-
izations of classical properties of weighted composition operators
and their products on L2(Σ).

1. Introduction

Let (X,Σ, µ) be a complete sigma finite measure space and let A
be a sub-sigma finite algebra of Σ. We use the notation Lp(A) for
Lp(X,A, µ|A) and henceforth we write µ in place µ|A . If B ⊂ X, let
AB denote the relative completion of the sigma-algebra generated by
{B ∩A : A ∈ A} and denote the complement of B by Bc. All compar-
isons between two functions or two sets are to be interpreted as holding
up to a µ-null set. We denote the linear spaces of all complex-valued
Σ-measurable functions on X by L0(Σ). The support of f ∈ L0(Σ) is
defined by σ(f) = {x ∈ X : f(x) ̸= 0}. Let φ : X → X be a mea-
surable transformation such that µ ◦φ−1 is absolutely continuous with
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respect to µ, that is, φ is non-singular. It is assumed that the Radon-
Nikodym derivative h = dµ ◦ φ−1/dµ is finite-valued or equivalently
(X,φ−1(Σ), µ) is σ-finite.

The symbol Eφ−1(Σ) represents the conditional expectation operator
with respect to φ−1(Σ). As an operator on L2(Σ), it is the orthogonal

projection onto L2(φ−1(Σ)) but Eφ−1(Σ)f is also defined for f in any
Lp(Σ), 1 ≤ p ≤ ∞, as well as for any f ≥ 0 [2]. If there is no

possibility of confusion, we write Ef in place of Eφ−1(Σ)f . For further
discussion of the conditional expectation operator see [4]. For a finite
valued function u ∈ L0(Σ), the weighted composition operator W on
Lp(Σ) with 1 ≤ p ≤ ∞ induced by non-singular measurable φ and
u is given by W = Mu ◦ Cφ where Mu is a multiplication operator
and Cφ is a composition operator on Lp(Σ) defined by Muf = uf and
Cφf = f ◦ φ, respectively. It is a classical fact that W ∈ B(Lp(Σ)),
with 1 ≤ p ≤ ∞, if and only if J := hE(∥u∥p) ◦ φ−1 ∈ L∞(Σ) and
W ∈ B(L∞(Σ)) if and only if u ∈ L∞(Σ) [2]. A result of Hoover,
Lambert and Quinn [2] shows that the adjoint W ∗ of W on L2(Σ)

is given by W ∗(f) = hEφ−1(Σ)(ūf) ◦ φ−1. From this it follows that
W ∗W =MJ and WW ∗(f) =Mu(h◦φ)E(ūf).

Products of operators appear more often in the service of the study
of other operators. More precisely, for any operator T , there exists a
decomposition T = (U + K)S, where U is a partial isometry, K is a
compact operator and S is a strongly irreducible operator [5]. Weighted
composition operators and their products have been used to provide
examples and illustrations of many operator theoretic properties. In
several cases major conjectures in operator theory have been reduced
to the weighted composition operators. The purpose of this note is to
find some new characterizations of weighted composition operators on
L2(Σ) and present a relationship between uCφ and their products.

2. Main results

Lemma 2.1. For nonsingular measurable transformations φ1 and φ2,
let φ−1

3 (Σ) be a sub-sigma finite algebra of Σ and Cφi
,Wi ∈ B(L2(Σ)) .

Then the following assertions hold

(a) If Cφ3 = Cφ2Cφ1 ∈ B(L2(Σ)), then C∗
φ3
(f) = h1E1(h2E2(f) ◦

φ−1
2 ) ◦ φ−1

1 .
(b) h3 = h1E1(h2) ◦ φ−1

1 .

(c)
h1 ◦ φ3

h3 ◦ φ3

=
1

E1(h2) ◦ φ2

.
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Theorem 2.2. Let φ−1
3 (Σ) be a sub-sigma finite algebra of Σ, hi ∈

L∞(Σ) and Wi ∈ B(L2(Σ)). Then the following assertions hold.

(a) W3 = u3Cφ3 = u2(u1 ◦ φ2)Cφ2 ◦ Cφ1 ∈ B(L2(Σ)) if and only
if J3 := h1E1(|u1|J2) ◦ φ−1

1 ∈ L∞(Σ) and in this case ∥W3∥ =

∥h1E1(|u1|J2) ◦ φ−1
1 ∥1/2∞ .

(b) W3 is injective if and only if σ(h1) = σ(E1(|u1|2J2)) = X.

Lemma 2.3. Let Wi ∈ B(L2(Σ)) , φ3 = φ1 ◦ φ2 and u3 = u2(u1 ◦ φ2)
Then the following assertions hold.

(a) J3 ◦ φ3 = (h1 ◦ φ3)E1(|u1|2J2) ◦ φ2.
(b) W ∗

3 (f) = h1E1(ū1h2E2(ū2f) ◦ φ−1
2 ) ◦ φ−1

1 .
(c) W ∗

3W3(f) = (h1E1(|u1|2J2) ◦ φ−1
1 )f .

(d) W3W
∗
3 (f) = u3(h1 ◦ φ3)E1(ū1h2E2(ū2f) ◦ φ−1

2 ) ◦ φ2.
(e) W ∗

3W3W3(f) = (u3h1E1(|u1|2J2) ◦ φ−1
1 )f ◦ φ3.

(f) W3W
∗
3W3(f) = (u3(h1 ◦ φ3)E1(|u1|2J2) ◦ φ2)f ◦ φ3.

(g) W3W
∗
3 (f) = u3(h3 ◦ φ3)E3(ū3f).

Lemma 2.4. Let uCφ ∈ B(L2(Σ)). Then the following assertions hold.

(a) ([1]) uCφ is normal if and only if
(
φ−1(Σ)

)
σ(u)

= Σσ(u) and

J = χσ(u)J ◦ φ.
(b) ([1]) uCφ is quasinormal if and only if J = J ◦ φ on σ(u).
(c) ([3]) uCφ is hyponormal if and only if σ(u) ⊆ σ(J) and (h ◦

φ)E( |u|
2

J
) ≤ χσ(E(u)) a.e.

Theorem 2.5. Let uiCφi
∈ B(L2(Σ)) with J1◦φ2 = J1 and J2◦φ1 = J2

on σ(u1) and σ(u2), respectively. Then the following holds.

(a) If u1Cφ1 and u2Cφ2 are normal (quasinormal), then u3Cφ3 is a
normal (quasinormal) operator.

(b) If u1Cφ1 and u2Cφ2 are hyponormal and h2E2(
|u2|2
J2

) ◦ φ−1
2 is a

φ−1
1 (Σ)-measurable function, then u3Cφ3 is a hyponormal oper-

ator.
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Abstract. In this paper, we initiate the study of a new class of
conditional type operators, which we call conditional type Toeplitz
operators. Sufficient conditions for boundedness and compactness
of conditional type Toeplitz operators on the Bergman space L2

a(D)
will be presented. Also, some differences between conditional type
Toeplitz operators and Toeplitz operators will be illustrated by
examples.

1. Introduction

Let (X,Σ, µ) be a probability measure space and let A be a sub-
algebra of Σ. All sets and functions statements are to be interpreted
as being valid almost everywhere with respect to µ. The collection
of A-measurable complex-valued functions on X will be denoted by
L0(A). We take L2(A) = L2(X,A, µ|A). For each non-negative func-
tion f ∈ L0(Σ) or f ∈ L2(Σ), by the Radon-Nikodym theorem, there
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exists a unique A-measurable function EA(f) such that∫
A

fdµ =

∫
A

EA(f)dµ,

where A is any A-measurable set for which
∫
A
fdµ exists. Now associ-

ated with every subalgebra A ⊆ Σ, the mapping EA : L2(Σ) → L2(A),
uniquely defined by the assignment f 7→ EA(f), is called the con-
ditional expectation operator with respect to A. As an operator on
L2(Σ), EA is a contractive orthogonal projection onto L2(A). For
fixed A ⊆ Σ, set EA = E. The domain of E contains L1(Σ) ∪ L0

+(Σ),
where L0

+(Σ) = {f ∈ L0(Σ) : f ≥ 0}. For more details on conditional
expectation see [3].

We now restrict our attention to the case (D,M, A), where D = {z ∈
C : |z| < 1}, M is the σ-algebra of Lebesgue-measurable sets in D and
A is the normalized area measure in D. For 1 ≤ p < ∞, the Bergman
space Lpa(D) = Lpa(M) is a closed subspace of Lp(M) consisting of
analytic functions. Let P be the Bergman projection. For u ∈ L∞(M),
the operator Tu defined on L2

a(D) by Tuf = P (uf) is called Toeplitz
operator. When u ∈ H∞(D), the space of bounded analytic functions
on D, then Tu is reduced to the multiplication operatorMu. For general
information on this topic one can refer to excellent monograph [4].

The operator T = EMu have been defined as combination of multi-
plication operator and conditional expectation operator. Lambert and
others researcher have obtained many property of T such as bounded-
ness, compactness, spectrum and so on. For more details about this
type of operators one can refer to [1, 2].

In this paper, we introduce the concept of conditional type Toeplitz
operators, PT , on the Bergman space L2

a(D) and present some algebraic
and analytic properties of these types of operators. In Examples 2.6,
2.10 and 2.12 we see that conditional type Toeplitz operators with same
properties for u, have different behavior relative to Toepliz operators.
In particular, a sufficient condition for boundedness and compactness
of mentioned operators will be presented

2. Main results

Suppose M is the σ-algebra of Lebesgue-measurable sets in D and A
is a subalgebra ofM and E = EA is the related conditional expectation
operator.

Definition 2.1. For u ∈ L∞(M), the conditional type Toeplitz opera-
tor induced by the pair (u,E) is denoted by TEu and defined as follows:

TEu = PEMu : L
2
a(D) → L2

a(D), f → PE(uf),
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whereMu is the multiplication operator. Note that, since uf ∈ L2(M) ⊆
D(E) and E(uf) ∈ L2(A) ⊆ L2(M), so the linear operator TEu is well
defined.

Let T2 = {u ∈ L2(M) : uL2
a(D) ⊆ L2(M)}. Note that L∞(M) ⊆

T2 ⊆ L1(M) and that T2 is a vector space. For u ∈ T2, let T E
u be the

corresponding conditional type Toeplitz operator. For u ∈ L∞(M),
T E
u = TEu . So T E

u is a generalization of TEu .

Lemma 2.2. Let u ∈ L2(M). Then the operator EMu : L2(M) →
L2(A) is bounded if and only if E(|u|2) ∈ L∞(A), and in this case

∥EMu∥ = ∥
√
E(|u|2)∥∞.

Proposition 2.3. If E(|u|2) ∈ L∞(A), then T E
u is a bounded linear

operator on L2
a(D).

If M = A, then E = I, the identity operator. In this case T E
u = Tu

Example 2.4. Let A = {∅,D}. Then E(f)(z) =
∫
D f(w)dA(w), and

so

T E
u (f)(z) = P (E(uf))(z) =

∫
D
u(w)f(w)dA(w).

Proposition 2.5. Suppose a and b are complex numbers and u and v
are in T2 such that the conditional type Toeplitz operators induced by
them are bounded. Then

(i) T E
au+bv = aT E

u + bTEv and (T E
u )∗ = PMūE.

(ii) If u be a A-measurable and u ≥ 0, then T E
u ≥ 0.

For classical Toeplitz operator Tu = PMu on L2
a(D), Tu ≡ 0 if and

only if u ≡ 0. But the analogous fact does not hold for conditional
type Toeplitz operators, in general.

Example 2.6. Suppose again that A = {∅,D} and u is a nonzero
analytic function on D such that u(0) = 0. In this case we have,
T E
u ≡ 0 on L2

a(D), but u ̸≡ 0.

Proposition 2.7. Suppose u is an A-measurable function on D. Then
T E
u ≡ 0 implies that u ≡ 0 if and only if the linear combinations of

{E(zi)E(zj)}∞i,j=0 is dense in L2(A).

Corollary 2.8. Suppose u is an A-measurable function on D and M
denotes the linear combinations of {E(zi)E(zj)}∞i,j=0. Then the follow-
ing assertions hold.

(i) T E
u is self-adjoint if and only if u− ū is perpendicular to M .

(ii) If M = L2(A), then T E
u is self-adjoint if and only if u = ū.
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Theorem 2.9. Suppose that A is a subalgebra of M, (D,A, A|A) can be
partitioned as D = (∪n∈NCn)

∪
B and T = T E

u is bounded on L2
a(D). If

u(B) = 0 (u(z) = 0 for all z ∈ B) and for any ϵ > 0, A(Cn∩Gϵ(u)) > 0
for finitely many n, where Gϵ(u) = {z ∈ D : E(|u|)(z) ≥ ϵ}, then T E

u

is compact.

Example 2.10. Suppose u ∈ L1(M) is harmonic. Then Tu is compact
if and only if u ≡ 0 (see [4]). Let A = {∅,D} and u ∈ H∞(D), in this
case T E

ū is compact while Tū is not compact.

Theorem 2.11. Suppose u ∈ T2 . If for n ≥ 0, Eu and |z|2nū are
perpendicular to zL2

a(D) and for n ≥ 0, |z|2nu is perpendicular to L2
a(D)

then T E
u is a diagonal operator on L2

a(D).

When u ∈ L2(M) is not radial then Tu is not diagonal on L2
a(D). In

spite of classical Toeplitz operator cases, there are functions u ∈ L2(M)
such that u is not radial but the induced conditional type Toeplitz
operator T E

u is diagonal.

Example 2.12. Let u(z) = pn(z), such that pn(0) ̸= 0. Suppose E
and A are as in Example 2.4. Since T E

u (zk)(z) =
∫
D u(w)w

kdA(w),
using mean value property for harmonic functions, we have

T E
u (zk) =

{
pn(0) k = 0

0 k ≥ 1,

thus T E
u (zk) = ckz

k, where c0 = pn(0) and ck = 0 for k ≥ 1, so T E
u is

diagonal while Tu is not diagonal.
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Abstract. The convolution quadrature can be well described by
the Mikusiński operational calculus using convolution semigroup.
We present a numerical method for the anomalous diffusion equa-
tion by using convolution quadrature for temporal discretization
and Bernstein polynomial projection for spatial representation.
The stability and accuracy of the method are then discussed.

1. Introduction

The Mikusinski operational calculus entities may be regarded as op-
erators or distributions [1].

Definition 1.1. Let a, b ∈ C, the space of continuous functions of a
nonnegative variable, and let a + b and αa, (α ∈ R), be the functions
whose values at t are defined as a(t)+ b(t) and αa(t), respectively, and
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define ab as

ab(t) =

∫ t

0

a(u)b(t− u)du. (1.1)

Let h be the restricted Heaviside function on t ≥ 0. Then, hn(t) =
tn−1/(n− 1)!, n ∈ N. More generally, we define tentatively

hα(t) = tα−1/Γ(α) (ℜα > 0). (1.2)

Clearly h ∈ C and hf(t) =
∫ t
0
f(u)du, i.e., h acts as the integration

operator and hn for the n-times integration. The operator hα is in fact
the Riemann-Liouville fractional integration of order α.

The set C is a vector space and a commutative ring without any unit
element, called the convolution ring.

Theorem 1.2 ([1]). Let a, b ∈ C. If ab = 0, then a = 0 or b = 0, i.e.,
the ring has no divisors of zero.

Therefore, the ring can be extended to a field, the so-called field of
convolution quotients, F . It is proved that it is also an algebra (see
Section 2.4 of [1] for more details).

The convolution quadrature provides an approximation for∫ t

0

k(t− u)f(u)du (t > 0), (1.3)

at nodes t = tn = nh for n = 1, 2, . . . , with a step size h > 0 with a
discrete convolution given by

W T
n Fn =

n∑
j=0

w̄n−jfj (n = 1, . . . , N), (1.4)

where W T
n = [w̄n−j, j = 0, ..., n], Fn = [fj = f(jh), j = 0, ..., n] and the

weights are computed by

K(
δ(ξ)

h
) =

∞∑
j=0

wjξ
j, (1.5)

w̄n =
wn
2
, w̄j = wj, j ̸= n,

in whichK is the Laplace transform of k and δ(ξ) = (1−ξ)+(1−ξ)2/2 is
based on the second order backward difference formula (BDF);[5]. As
the following theorem shows the method with second order BDF is
convergent (see, e.g., [5]).

Theorem 1.3. Let K be an analytic and bounded function, |K(s)| ≤
M̄ |s− σ|−µ for |arg(s− σ)| < ϕ with ϕ > π/2 for some real µ > 0, M̄
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and σ, and let f(t) = ctγ for a constant c and γ ≥ 0. Then, for the
error of (1.4) we have∣∣∣∣∣

∫ t

0

k(t− u)f(u)du−
n∑
j=0

w̄n−jfj

∣∣∣∣∣ =
{
O(h1+γ) 0 ≤ γ < 1

O(h2) γ ≥ 1

In this paper, we use convolution quadrature discretization along
with the Bernstein polynomials for developing a numerical method to
solve the following fractional diffusion equation,

Dα
t u (x, y, t) = κ∆u (x, y, t) + S (x, y, t) , (x, y, t) ∈ Ω× (0, T ](1.6)

with initial and boundary conditions

u (x, y, 0) = g (x, y) , (x, y) ∈ Ω, (1.7)

u (x, y, t) = 0, (x, y, t) ∈ ∂Ω× (0, T ] . (1.8)

Here, Dα
t u is the Caputo derivative of order α, 0 < α < 1, defined as

Dα
t u (x, t) =

1

Γ (1− α)

∫ t

0

1

(t− s) α
∂u (x, s)

∂s
ds. (1.9)

2. Main results

For α ∈ (0, 1), due to the relation between Caputo and Riemann-
Liouville derivative, Dα

t u =RL Dα
t (u − g) with g = u0, the problem

is discretized at t = tk+1 = (k + 1)τ where τ = T/M and M is the
number of nodes for 0 < t ≤ T , as

k+1∑
j=0

ωk+1−j1τu
j = κ∆uk+1 + Sk+1 + ∂̄ατ u

0,

i.e., as the following semi-discrete scheme

ω0u
k+1 − κ∆uk+1 = Sk+1 + ∂̄ατ u

0 −
k∑
j=0

ωk+1−j1τu
j. (2.1)

The Galerkin formulation is to find uk+1
N ∈ (P0

N)
2 such that for all

vN ∈ (P0
N)

2:

(w0u
k+1
N , vN) + κ(∇uk+1

N ,∇vN) (2.2)

= (−w1u
k
N −

k−1∑
j=1

wju
k−j
N + wk+1u

0
N + Sk+1, vN), (2.3)

with (f, g) being the standard L2-norm; [3, 2, 4]. We use the Bernstein
basis as the trial and its dual as the test functions in the above scheme
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Table 1. Temporal convergence at t = 1 for Example 2.1.

α = 0.25 α = 0.5 α = 0.75
M L∞ rate L∞ rate L∞ rate
10 1.33E-03 1.87E-03 1.52E-03
20 5.72E-04 1.22 7.03E-04 1.41 4.71E-04 1.69
40 2.58E-04 1.15 2.74E-04 1.36 1.46E-04 1.69
80 1.19E-04 1.12 1.07E-04 1.35 4.48E-05 1.70

to obtain the matrix formulation of the method. It is discussed that
the matrices have special interesting banded structures [3, 2, 4].

Example 2.1. Now consider the problem (1.6)-(1.8) with κ = 1, the
initial condition g = xy(1 − x)(1 − y) ∈ Ḣ2(Ω) and no source term,
S = 0.

u(x, y, t) =
∞∑

n,m=1

bm,n sinnπx sinmπxyEα,1(−(n2 +m2)π2tα),

bm,n =
16(1− (−1)n)(1− (−1)m)

m3n3π6
.

Table 1 reports the error and rate of convergence for the method.
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Abstract. In this paper, we introduce weighted and inverse weighted
transforms with respect to a new partition on unbounded interval
(−∞,∞). We show that real valued continuous functions van-
ishing at infinity defined on unbounded interval (−∞,∞) can be
approximated by the inverse weighted transform with an arbitrary
precision.

1. Introduction

Approximation theory has many applications in various areas such
as functional analysis, the theory of polynomials approximation and
numerical solutions of differential integral equations. In many prob-
lems because of the complexity of computation, functions can be ap-
proximated with methods that convert continuous functions into n-
dimensional vector such that computing is easier. One of these methods
is fuzzy transform which introduced by Perfilieva in 2006 [3].

Contiuning the study of accuracy of approximation of continuous
functions on [a, b] (f ∈ Cc([a, b])) by fuzzy transform [3] and Fφ-
transform on a bounded subset [2] and weighted transform on unbouded
set [1], in this paper we construct an approximation model for continu-
ous functions vanishing at infinity on unbounded interval (−∞,∞) by
introducing the weighted and inverse weighted transforms. Finally, an
example that shows the validity of our results will be given.
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2. Basic concepts

Throughout the paper, let X = (−∞,+∞). Denote by L1
0(X) the

set of all f ∈ C0(X) with
∫∞
−∞ |f(x)| dx <∞.

Definition 2.1. Let ψ ∈ L1
0(X) be a function from X into (0, 1] and

{x0, x1, ..., xn, xn+1} be a subset of X with x0 = x1 < ... < xn = xn+1.
The set B = {B1, ..., Bn} is called a ψ-partition of X if each Bk is a
continuous map from X into [0, 1] and fulfills the following conditions
for k = 1, ..., n:

(i) Bk(xk) = ψ(xk) for k = 1, ..., n.
(ii) B1(x) = 0 for x ̸∈ (−∞, x2).
(iii) B1(x) = ψ(x) for x ∈ (−∞, x1].
(iv) Bk(x) = 0 for x ̸∈ (xk−1, xk+1), k = 2, ..., n− 1.
(v) Bn(x) = 0 for x ̸∈ (xn−1,∞).
(vi) Bn(x) = ψ(x) for x ∈ [xn,∞).
(vii)

∑n
k=1Bk(x) = ψ(x) for x ∈ X.

We can construct a ψ-partition of X by defining Bk, k = 1, ..., n, as
follows: for k = 2, ...n− 1 define

B1(x) =



ψ(x) x ∈ (−∞, x1]

ψ(x)

(
x−x2
x1−x2

)
x ∈ [x1, x2]

0 otherwise;

Bk(x) =



ψ(x)−Bk−1(x) x ∈ [xk−1, xk]

ψ(x)

(
x−xk+1

xk−xk+1

)
x ∈ [xk, xk+1]

0 otherwise;

and

Bn(x) =


ψ(x)−Bn−1(x) x ∈ [xn−1, xn]

ψ(x) x ∈ [xn,∞)

0 otherwise;
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Figure 1. A ψ-partition on X with ψ(x) = 1
1+x2

.

Obviously, B = {B1, ..., Bn} is a ψ-partition of X. Figure 1 shows
the ψ-partition for X with ψ(x) = 1/(1 + x2) and n = 9.

Definition 2.2. Let ψ ∈ L1
0(X), B = {B1, ..., Bn} be a ψ-partition

of X and f ∈ C0(X). The linear map Fψ : C0(X) → Rn defined by
n-tuple of real numbers Fψ[f ] = [F1, ..., Fn], where

Fk =

∫ +∞
−∞ f(x)Bk(x) dx∫ +∞

−∞ Bk(x) dx
,

for k = 1, ..., n, is called the weighted transform of f with respect to
ψ-partition B = {B1, ..., Bn}.

In the following definition, we introduce the inverse weighted trans-
form for f ∈ C0(X).

Definition 2.3. Let ψ ∈ L1
0(X) and B = {B1, ..., Bn} be a ψ-partition

of X. If f ∈ C0(X) and Fψ[f ] = [F1, ..., Fn] is the weighted transform
of f with respect to ψ-partition B, then the inverse weighted transform
based on ψ-partition B = {B1, ..., Bn} is defined by function T F

n (x) =∑n
k=1 Fk

Bk(x)
φ(x)

.

3. Main results

In the sequel, it is shown that every f ∈ C0(X) can be approximated
on (−∞, x1] by F1, on [xk, xk+1], for all k = 1, ..., n−1, by Fk and finally
on [xn,∞) by Fn.

Theorem 3.1. Let ψ ∈ L1
0(X) and f ∈ C0(X). Then for any ε > 0,

there exist nε ∈ N and a ψ-partition B = {B1, ..., Bnε} such that

(i) |f(t)− F1| < ε for t ∈ (−∞, x1].
(ii) |f(t)−Fi| < ε for t ∈ [xk, xk+1], k = 1, ..., n−1 and i = k, k+1.
(iii) |f(t)− Fn| < ε for t ∈ [xn,∞).
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Figure 2. The approximation of f by the inverse
weighted transform. Top left:n = 120 . Top right:n =
180. Bottom left:n = 300 . Bottom right:n = 900.

(iv) |Fk − Fk+1| < ε for k = 1, ..., n− 1.

Now, we show that the inverse weighted transform T F
n can approxi-

mate the original function f .

Theorem 3.2. Let ψ ∈ L1
0(X) and f ∈ C0(X). Then, for any ε > 0

there exist nε ∈ N and a ψ-partition B = {B1, ..., Bnε} such that

∥f − T F
nε
∥u < ε,

where ∥f∥u = supx∈X |f(x)|.

Corollary 3.3. Let ψ ∈ L1
0(X) and f ∈ C0(X). Then there exists a

sequence of inverse weighted transforms that uniformly converges to f .

The following example supports accuracy of Theorem 3.2.

Example 3.4. Let f and ψ be defined on X = (−∞,+∞) by

f(x) =
1

x2 + 4
, ψ(x) =

1

cosh(x)
.

Clearly, f ∈ C0(X) and ψ ∈ L1
0(X). Figure 2 shows the desired ap-

proximation of the original function f with respect to ψ-partition Bk’s,
k = 1, ..., n, which has been defined as in Theorem 3.1. In our fig-
ures, the original function has been marked with solid line and the
approximation function has been marked with dashed line.
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Abstract. We introduce a certain class of probability spaces and
present some examples of this class. Also we prove some basic re-
sults and give a characterization of this class of probability spaces.

1. Introduction and preliminaries

In statistical calculations and some inequalities we need the relation∑∞
n=1E(ξ

2
n) < ∞ holds whenever

∑∞
n=1 n

qE(|ξn|) < ∞ for some q ∈
[1,∞), where {ξn}n is a sequence of random variables and E(ξ2n) and
E(|ξn|) are the expectations of integrable random variables ξ2n and |ξn|,
respectively. Motivated by this, here we introduce and study a certain
class of probability spaces enjoy such a property.

Let (Ω, F, P ) be a probability space. Then a random variable ξ :
Ω −→ R is said to be integrable if

∫
Ω
|ξ|dP < ∞. The family of

integrable random variables ξ : Ω −→ R will be denoted by L1(Ω, F, P )
or simply L1. A random variable ξ : Ω −→ R is called square integrable
if
∫
Ω
|ξ|2dP < ∞. The family of square integrable random variables

ξ : Ω −→ R will be denoted by L2(Ω, F, P ) or L2.
The expectation of an integrable random variable ξ is defined by

E(ξ) =
∫
Ω
ξdP . Also the variance of a square integrable random

2010 Mathematics Subject Classification. Primary: 60A10; Secondary: 60B05.
Key words and phrases. probability space, nice probability space, expectation,

variance.
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variable ξ is defined by var (ξ) = E(ξ2) − E(ξ)2. Clearly, L2 ⊆ L1;
but the converse is not the case in general. Indeed let Ω = (0, 1]
with the σ-field F = B((0, 1]) of all Borel subsets B ⊆ (0, 1], and
Lebesgue measure P = Leb on (0, 1]. Then ξ : Ω −→ R defined by
ξ(w) = 1/

√
w is a random variable such that ξ ∈ L1 but ξ /∈ L2. So

L2((0, 1], B((0, 1]), P ) ⫋ L1((0, 1], B((0, 1]), P ).
Let Ω be a non-empty set and ω0 ∈ Ω. Then (Ω, 2Ω, δω0) is a prob-

ability space, where δω0 : 2
Ω −→ R is the Dirac measure at ω0 defined

by

δω0(A) =

{
1 ω0 ∈ A

0 ω0 /∈ A

2. Main Results

Definition 2.1. Let (Ω, F, P ) be a probability space and q ≥ 1. Then
(Ω, F, P ) is a q-nice probability space if for each sequence {ξn}n of
random variables on (Ω, F, P ),

∑∞
n=1E(ξ

2
n) < ∞ whenever we have∑∞

n=1 n
qE(|ξn|) <∞.

Example 2.2. (1) Let Ω be a non-empty set and ω0 ∈ Ω. Then
(Ω, 2Ω, δω0) is a q-nice probability space for all q ≥ 1. Note that
if ξ is a random variable on (Ω, 2Ω, δω0). Then it is obvious that
E(ξ) = ξ(ω0). So for each sequence {ξn}n of random variables
on (Ω, 2Ω, δω0),

∞∑
n=1

E(|ξn|) =
∞∑
n=1

|ξn(ω0)|,
∞∑
n=1

E(ξ2n) =
∞∑
n=1

ξ2n(ω0).

Now, let {ξn}n be a sequence of random variables such that∑∞
n=1 n

qE(|ξn|) <∞. So
∑∞

n=1 n
q|ξn(ω0)| <∞. It follows that

∞∑
n=1

E(ξ2n) =
∞∑
n=1

ξ2n(ω0) ≦ (
∞∑
n=1

nq|ξn(ω0)|)(
∞∑
n=1

nq|ξn(ω0)|) <∞.

(2) Let Ω be a non-empty set and F = {∅,Ω}. Then the probability
space (Ω, F, P ) is q-nice for all q ≥ 1.

The following example shows that there exist probability spaces that
are not q-nice for any q ≥ 1.

Example 2.3. Let Ω = [0, 1] with the σ-field F = B([0, 1]) of all Borel
subsets B ⊆ [0, 1] and Lebesgue measure P = Leb on [0, 1]. Also let
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q ≥ 1. Define ξn : [0, 1] −→ R by

ξn(ω) =


nq ω ∈ [0, 1

n2q+4 ]

nq+1 ω ∈ ( 1
n2q+4 ,

1
n2q+3 ]

0 ω ∈ ( 1
n2q+3 , 1].

One can easily verify that
∞∑
n=1

nqE(|ξn|) =
∞∑
n=1

nqE(ξn) =
∞∑
n=1

(
1

n4
+

1

n2
− 1

n3
) <∞.

But
∞∑
n=1

E(ξ2n) =
∞∑
n=1

(
1

n4
+

1

n
− 1

n2
) = ∞.

This shows that the probability space ([0, 1], B([0, 1]), Leb) is not q-nice
for any q ≥ 1.

Some basic properties concerning q-nice probability spaces are inves-
tigated in [2].

Theorem 2.4. Let (Ω, F, P ) be a q-nice probability space for some
q ≥ 1. Then L1(Ω, F, P ) = Ls(Ω, F, P ) for all s ∈ [1,∞).

Proof. Clearly L2 ⊆ L1. Since (Ω, F, P ) is q-nice, L1 ⊆ L2. It follows
that L2 = L1. So L1 = L2n for all n ∈ N. Hence L1 = Ls for all
s ∈ [1,∞). □

It is interesting to note that in previous example
∑∞

n=1E(ξn) < ∞
while

∑∞
n=1 var(ξn) = ∞. In general, in an arbitrary probability space

(Ω, F, P ), the condition E(ξ) < ∞ does not imply var(ξ) < ∞. But
this fact is true in a q-nice probability space.

Proposition 2.5. Let (Ω, F, P ) be a q-nice probability space for some
q ≥ 1, and ξ : Ω −→ R be a random variable such that E(|ξ|) < ∞.
Then var(ξ) <∞.

Proof. As (Ω, F, P ) is q-nice, the condition E(|ξ|) < ∞ implies that
E(ξ2) <∞. Hence var(ξ) = E(ξ2)− E(ξ)2 <∞. □

Note that in a probability space (Ω, F, P ) the equality

∞∑
n=1

nqE(|ξn|) = E(
∞∑
n=1

nq|ξn|)

holds by the monotone convergence theorem [1]. So we can conclude
the following results.
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Theorem 2.6. Let (Ω, F, P ) be a probability space and q ∈ [1,∞).
Then (Ω, F, P ) is q-nice if and only if for each random variable ξ :
Ω −→ R, E(ξ2) <∞ whenever E(|ξ|) <∞.

Proof. Let ξ : Ω −→ R be a random variable. Then E(ξ2) < ∞
whenever E(|ξ|) < ∞. Assume that

∑∞
n=1 n

qE(|ξn|) < ∞, it follows
that E(

∑∞
n=1 n

q|ξn|) <∞. So
∞∑
n=1

E(ξ2n) ≤ E((
∞∑
n=1

nq|ξn|)2) <∞.

□
Corollary 2.7. Let (Ω, F, P ) be a q-nice probability space for some
q ≥ 1. Then it is s-nice for all s ∈ [1,∞).

Corollary 2.8. Let (Ω, F, P ) be a q-nice probability space for some
q ≥ 1. Also let {An}n be a sequence of outcomes such that

∞∑
n=1

P (An) <∞.

Then
∞∑
n=1

∞∑
m=1

P (An
∩

Am) <∞.
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Abstract. Given normed algebras A and B with △(B) ̸= ∅,
the character space of B. We introduce and study a certain class
of bounded linear maps from A into B called character module
homomorphism.

1. Introduction

Let B be a normed algebra. Then a character on B is a bounded
linear map φ : B −→ C such that φ(bd) = φ(b)φ(d) for all b, d ∈
B. The set of all non-zero characters on B is denoted by △(B) and
△(B)

∪
{0} is called the character space of B.

Suppose that V is a non-zero normed vector space and f ∈ V ∗(the
dual space of V ) is a non-zero element such that ∥f∥ ≤ 1. For each
a, c ∈ V define a · c = f(a)c. The product “ · ” converts V into an
associative algebra that we denote it by Vf . One can easily verify that
△(Vf ) = {f}. Some basic properties of Vf such as Arens regularity,
amenability, weak amenability, n−weak amenability are investigated in
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[1]. Also strongly zero-product, strongly Jordan zero-product, strongly
Lie zero-product preserving maps on Vf are investigated in [3, 4, 2, 5].

In this article we introduce a certain class of operators between
normed algebras and present some hereditary properties concerning
them.

The second dual of a Banach algebra A, denoted A∗∗, is a Banach
algebra with respect to the first and the second Arens products □ and
♢ respectively. Let us recall the definition: For a, b ∈ A, f ∈ A∗ and
m,n ∈ A∗∗,

⟨m□n, f⟩ = ⟨m,n · f⟩, ⟨n · f, a⟩ = ⟨n, f · a⟩, ⟨f · a, b⟩ = ⟨f, ab⟩,

and

⟨f,m♢n⟩ = ⟨f ·m,n⟩, ⟨a, f ·m⟩ = ⟨a · f,m⟩, ⟨b, a · f⟩ = ⟨ba, f⟩.

2. Main Results

Definition 2.1. Let A and B be two normed algebras. Then we say
that a bounded linear map T : A −→ B is character module homo-
morphism if there exists a character φ ∈ △(B) such that T ∗(g · b) =
φ(b)T ∗(g) for all g ∈ B∗ and b ∈ B.

Example 2.2. Let V be a non-zero normed vector space and 0 ̸= f ∈
V ∗ such that ∥f∥ ≤ 1. Also let A be an arbitrary normed algebra.
Then every bounded linear map T : A −→ Vf is a character module
homomorphism. Indeed, for f ∈ △(Vf ) = {f} we have

T ∗(g · b) = T ∗(f(b)g) = f(b)T ∗(g) (g ∈ V ∗
f , b ∈ Vf ).

Proposition 2.3. Let A and B be two normed algebras. Then the
following holds.

(1) Let T : A −→ B be a non-zero bounded linear map. If T ∗∗ :
A∗∗ −→ B∗∗ is character module homomorphism then so is T :
A −→ B.

(2) Let T : A −→ B be a non-zero character module homomor-
phism, then so is T ∗∗ : A∗∗ −→ B∗∗.

Corollary 2.4. Let A and B be two normed algebras and let T : A −→
B be a bounded linear map. Then T is character module homomorphism
if and only if for all n ∈ N∗ = {0, 1, 2, · · · }, T (2n) : A(2n) −→ B(2n) is
character module homomorphism, where A(2n), B(2n) are the 2nth−dual
of A and B respectively.

Proposition 2.5. Let A,B,C be normed algebras and let T : A −→
B be a bounded linear map. Also let S : B −→ C be a character
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module homomorphism. Then S ◦ T : A −→ C is a character module
homomorphism.

Corollary 2.6. Let A be a normed algebra and let T : A −→ A be char-
acter module homomorphism. Then for each n ∈ N∗ = {0, 1, 2, · · · },
T n : A −→ A is character module homomorphism.

Proposition 2.7. Let A and B be two normed algebras and let T :
A −→ B be a surjective bounded linear map such that for some φ ∈
△(B) the equality T ∗(g · b) = φ(b)T ∗(g) , for g ∈ B∗, b ∈ B, holds.
Then B∗ · kerφ = {0}. Moreover, kerφ · T (A) = {0}.

Let CMH(A,B) be the set of all non-zero character module ho-
momorphisms from A into B. So for each T ∈ CMH(A,B) there
exists a unique φT ∈ △(B) such that T ∗(g · b) = φT (b)T

∗(g) with
g ∈ B∗, b ∈ B.

Proposition 2.8. Let A and B be two normed algebras such that
△(B) = {φ}. Then CMH(A,B)

∪
{0} is a closed subspace of L(A,B)

(the space of all bounded linear maps from A into B).

Theorem 2.9. Let A be a normed algebra such that △(A) = {ψ}.
Then CMH(A)

∪
{0} = CMH(A,A)

∪
{0} is a closed right ideal of

L(A) = L(A,A).

For T, S ∈ CMH(A,B) define T ∼ S if and only if φT = φS.

Proposition 2.10. Let A and B be two normed algebras such that
△(B) ̸= ∅. Then ∼ is an equivalence relation on CMH(A,B).
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Abstract. LetK be a hypergroup. We prove that finiteness ofK is equivalent

to the contractibility of L(K). Also, we study approximate amenability and
weak amenability of the hypergroup algebras (L(K)∗ · L(K))∗ and L(K)∗∗.

1. Introduction

For a locally compact Hausdorff space K, let M(K) be the Banach space of all
bounded complex regular Borel measures on K. For x ∈ K, the unit point mass at
x will be denoted by δx. Let M1(K) be the set of all probability measures on K,
Cb(K) be the Banach space of all continuous bounded complex-valued functions
on K. We denote by C0(K) the space of all continuous functions on K vanishing
at infinity and by Cc(K) the space of all continuous functions on K with compact
support.

The space K is called a hypergroup if there is a map λ : K×K −→M1(K) with
the following properties:

(i) For every x, y ∈ K, the measure λ(x,y) (the value of λ at (x, y)) has a
compact support.

(ii) For each ψ ∈ Cc(K), the map (x, y) 7−→ ψ(x ∗ y) =
∫
K
ψ(t)dλ(x,y)(t) is in

Cb(K ×K) and x 7−→ ψ(x ∗ y) is in Cc(K), for every y ∈ K.
(iii) The convolution (µ, ν) 7−→ µ ∗ ν of measures defined by∫

K

ψ(t)d(µ ∗ ν)(t) =
∫
K

∫
K

ψ(x ∗ y)dµ(x)dν(y).
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is associative where µ, ν ∈M(K), ψ ∈ C0(K) (note that λ(x,y) = δx ∗ δy).
(iv) There is a unique point e ∈ K such that λ(x,e) = δx, for all x ∈ K.

When λ(x,y) = λ(y,x), we say that K is a commutative hypergroup, for more
details see [4, 6, 10].

Let K be foundation, i.e., K = cl(
∪

µ∈L(K) suppµ), we define

L(K) = {µ | µ ∈M(K), x 7→ |µ| ∗ δx, x 7→ δx ∗ |µ| are norm-continuous}.

It is easy to see that L(K) is an ideal in M(K). Also, if K admits an invariant
measure (Haar measure m) then L(K) = L1(K,m) [6].

An involution on a hypergroup K is a homeomorphism x 7→ x̃ in K such that
˜̃x = x and e ∈ suppλ(x,x̃) for all x ∈ K. For each µ ∈ M(K), define µ̃ ∈ M(K)

by µ̃(A) = µ(Ã), i.e.,
∫
K
f(x)dµ̃(x) =

∫
K
f(x̃)dµ(x), for each f ∈ Cc(K). Then

µ −→ µ̃ is an involution on M(K) such that M(K) and L(K) are Banach *-

algebras [5] and λ̃(x,y) = λ(ỹ,x̃), whenever x, y ∈ K [4].
Let K is a foundation hypergroup without a Haar measure. With these con-

ditions L(K) is very general hypergroup algebras which include not only group
algebras but also most of semigroup algebras. In [10], it has been shown that
(L(K)∗ · L(K))∗ (dual of L(K)∗ · L(K)) is a Banach algebra by an Arens type
product and that L(K) ⊆ (L(K)∗ · L(K))∗. For f ∈ L(K)∗ · L(K), if K ad-
mits an invariant measure (Haar measure m), then by Proposition 2.4 of [11],
L(K)∗ · L(K) = LUC(K) where

LUC(K) = {f | f ∈ Cb(K), x→ lxf from K into Cb(K) is continuous},

and lxf(y) = f(x ∗ y), for any y ∈ K.

2. Main results

Throughout this paper, K is a foundation hypergroup without a Haar measure.
Now, we are in a position to prove a theorem generalizes one side of Theorem

3.2 of [7] to hypergroups.

Theorem 2.1. Let K be a hypergroup with an involution. Then L(K) is con-
tractible if and only if K is finite.

Proof. Let L(K) be contractible. By Theorem 2.8.48 of [3], L(K) is biprojective
and unital. Therefore, K is discrete. Since K is discrete and has an involution,
Jewett’s definition and Dunkl’s definition of hypergroup coincide. It follows that
K has a Haar measure and ℓ1(K) = L(K) [5, Theorem 7.1.A]. Now, since L(K) is
biprojective and C is an essential module over L(K), C is projective [9, Proposition
5.3]. On the other hand, the map φK : L(K) −→ C defined by φK(µ) = µ(K) is
admissible. Therefore, φK has a right inverse morphism ρ. Take P0 := ρ(1) ∈ L(K),
so

f ∗ P0 = f ∗ ρ(1) = ρ(f.1) = ρ(φK(f)),

for any f ∈ L(K). Now, suppose that f ∈ C+
c (K) and ∥f∥1 = 1. Then, ∥lxf∥1 = 1,

where lxf(y) = f(x ∗ y) for all x, y ∈ K. We have

∥lxf ∗ P0 − lxP0∥1 = ∥lx(f ∗ P0)− lxP0∥1 = ∥lx(f ∗ P0 − P0)∥1
≤ ∥f ∗ P0 − P0∥1 = 0.
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Hence, P0 = lxf ∗P0 = lxP0 almost everywhere. Since φK(P0) = φK(ρ(1)) = 1, P0

is equal to a nonzero constant almost everywhere. It follows that the characteristic
function 1K ∈ L(K), since P0 ∈ L(K). On the other hand, c1K = 1K ∗1K ∈ C0(K)
where c > 0 [2, Proposition 1.4.11]. Thus, K is compact. This follows that K is
finite.

Conversely, K is finite. So, ℓ1(K) is amenable [1, Theorem 3.3]. Therefore, there
exists M ∈ (ℓ1(K)⊗̂ℓ1(K))∗∗ such that M is a virtual diagonal for ℓ1(K). On the
other hand, (ℓ1(K)⊗̂ℓ1(K))∗∗ = ℓ1(K)⊗̂ℓ1(K). It follows that M is a diagonal for
ℓ1(K). Thus, ℓ1(K) is contractible [3, Theorem 1.9.21]. □

In this paper, the second dual L(K)∗∗ with the first Arens product denoted by
(L(K)∗∗,□). Also, π : L(K)∗∗ −→ (L(K)∗ · L(K))∗ is the adjoint of embedding of
L(K)∗ · L(K) in L(K)∗.

By a well-known result of Ghahramani et al. [8], if L1(G)∗∗ is weakly amenable,
then M(G) is weakly amenable. The following theorem extends this result to
hypergroups.

Theorem 2.2. Let K be a hypergroup. Then

(i) If (L(K)∗ · L(K))∗ is weakly amenable, then M(K) is weakly amenable.
(ii) If (L(K)∗∗,□) is approximately amenable (weakly amenable), then M(K)

is approximately amenable (weakly amenable).

Proof. (i). For f ∈ M(K)∗, define Tf ∈ (L(K)∗ · L(K))∗∗ by ⟨Tf , µ + m⟩ =
f(µ), where µ ∈ M(K) and m ∈ C0(K)⊥ ((L(K)∗ · L(K))∗ = M(K) ⊕ C0(K)⊥).
Assume that M(K) is not weakly amenable. So, there is a non-inner derivation
D : M(K) −→ M(K)∗. Define △ : (L(K)∗ · L(K))∗ −→ (L(K)∗ · L(K))∗∗ by
△(µ +m) = TD(µ), for each µ ∈ M(K),m ∈ C0(K)⊥. For each µ1, µ2, ν ∈ M(K)

and m1,m1, n ∈ C0(K)⊥, we have

⟨(µ1 +m1)△ (µ2 +m2), ν + n⟩ = ⟨△(µ2 +m2), (ν + n)(µ1 +m1)⟩
= ⟨△(µ2 +m2), ν ∗ µ1 + nµ1 + νm1 + n□m1⟩
= ⟨TD(µ2), ν ∗ µ1 + nµ1 + νm1 + n□m1⟩
= ⟨D(µ2), ν ∗ µ1⟩ = ⟨µ1D(µ2), ν⟩
= ⟨T(µ1D(µ2)), ν + n⟩,

since C0(K)⊥ is a closed ideal of (L(K)∗ · L(K))∗. It follows that (µ1 + m1) △
(µ2+m2) = T(µ1D(µ2)). By a similar argument, △(µ2+m2)(µ1+m1) = T(D(µ2)µ1).
Therefore,

△[(µ2 +m2)(µ1 +m1)] = TD(µ2∗µ1) = T[D(µ2)µ1+µ2D(µ1)]

= △(µ2 +m2)(µ1 +m1) + (µ1 +m1)△ (µ2 +m2).

It follows that ∆ is a derivation and ∆|M(K) = D. We prove that ∆ can not be
inner. If ∆ is inner, then there is an F ∈ (L(K)∗ · L(K))∗∗ such that ∆(G) =
GF − FG, for all G ∈ (L(K)∗ · L(K))∗. If Ψ := G|M(K), then Ψ is an element of
M(K)∗. Now, for all µ ∈M(K), we have

D(µ) = ∆(µ) = µΨ−Ψµ.

Hence, in contradiction with D is not inner. It follows that (L(K)∗ ·L(K))∗ is not
weakly amenable.

(ii). L(K) has a bounded approximate identity (eα)α with ∥eα∥ = 1 [6, Lemma
1]. Let E be a weak∗ cluster point of (eα) in L(K)∗∗, it is clear that E is a right



130 J. LAALI AND R. RAMEZANI

identity for L(K)∗∗ and ∥ E ∥= 1 [10, Lemma 5]. The map

φ : L(K)∗∗ −→ E□L(K)∗∗, F 7−→ E□F,
is an epimorphism. On the other hand L(K)∗∗ is approximately amenable, therefore
E□L(K)∗∗ is approximately amenable [7, Proposition 2.2]. By Theorems 7 and 4 of
[10], E□L(K)∗∗ is isometrically isomorphic to (L(K)∗ ·L(K))∗ =M(K)⊕C0(K)⊥,
where C0(K)⊥ is a closed ideal in (L(K)∗ · L(K))∗ and C0(K)⊥ = {m ∈ (L(K)∗ ·
L(K))∗ | for all f ∈ C0(K), ⟨m, f⟩ = 0}. Thus, M(K) is approximately amenable
[7, Corollary 2.1].

Now, let (L(K)∗∗,□) be weakly amenable and M(K) is not weakly amenable.
Then, by a similar argument of the part of (i), the derivation ∆ : (L(K)∗ ·L(K))∗ →
(L(K)∗ ·L(K))∗∗ is not inner. Now, let E be a right identity of L(K)∗∗. E□L(K)∗∗

is isometrically isomorphic to (L(K)∗ · L(K))∗, therefore we may consider ∆ to be
defined on E□L(K)∗∗. Now, define Λ : L(K)∗∗ −→ L(K)∗∗∗ by Λ(G) = ∆(E□G),
for all G ∈ L(K)∗∗. Since L(K)∗∗ = E□L(K)∗∗+(1−E)□L(K)∗∗, Λ is a non-inner
derivation (see [8]). It follows that L(K)∗∗ is not weakly amenable and this is a
contradiction of the hypothesis. Therefore, M(K) is weakly amenable. □
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Abstract. Let M be a W ∗-algebra and A ⊆ M a commutative
W ∗-subalgebra of M containing the identity element of M. Let
σ : M → M be a continuous homomorphism and δ : M → M a
σ-derivation. In this paper, it is proved that there exists a x0 ∈ M
such that δ(a) = σ(a)x0−x0σ(a), for each a ∈ A. Also, it is shown
that if {dn} is a continuous strongly σ-higher derivationon on M,
then there exist x1, x2, x3, ...xn ∈ M such that

dn(a) =σ
n(a)xn − xnσ

n(a)− xn−1d1(σ
n−1(a))

− xn−2d2(σ
n−2)(a)− . . .− x1dn−1(σ(a))

for each a ∈ A.

1. Introduction

Let A be an algebra. We say that a linear mapping d on A is a
derivation if it satisfies

d(ab) = ad(b) + d(a)b (a, b ∈ A).

It also is said to be inner, if there exists x0 ∈ A such that d(a) =
ax0 − x0a for all a ∈ A.
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A sequence {dn} of linear mappings on A is called a higher derivation
if it satifies

dn(ab) =
n∑
k=0

dk(a)dn−k(b)

for all a, b ∈ A and each nonnegative integer n; we say that it is
strongly, if d0 = I.

In view of [5, Theorem 2.5.1], if M is a W ∗-algebra and A ⊆ M is
a commutative W ∗-subalgebra containing the identity element of M
and d : M → M a derivation, then there exists a x0 ∈ M such that
d(a) = ax0 − x0a for each a ∈ A. Also in light of [5, Theorem 2.5.3],
every derivation on a W ∗-algebra is inner. In view of [4], if M,A are
as in the same sets stated above and {dn} a stongly higher derivation,
then there exist x1, x2, x3, ...xn ∈ M such that

dn(a) =axn − xna− xn−1d1(a)

− xn−2d2(a)− ...− x1dn−1(a), (a ∈ A).

Now, in what follows, assume that σ, τ are two homomorphism on
A. A linear mapping d : A → A is said to be a (σ, τ)-derivation if it
satisfies the generalized Leibniz rule d(xy) = d(x)σ(y) + τ(x)d(y) for
each x, y ∈ A. By a σ-derivation, we mean a (σ, σ)-derivation. An
ordinary derivation is an I-derivation where I is the identity mapping
on A.

2. results

Theorem 2.1. Let M be a W ∗-algebra and A ⊆ M a commutative
W ∗-subalgebra of M containing the identity element of M. Let σ :
M → M be a continuous homomorphism and d : M → M a σ-
derivation. There exists an element x0 ∈ M with the property ∥x0∥ ≤
∥σ∥∥d∥ such that d(a) = σ(a)x0 − x0σ(a) for each a ∈ A.

Proof. In view of [3], d is continuous. From [1, Proposition 14], A is
the linear span of its unitary elements (i.e., any element of A is a finite
linear combination of the unitary elements). Suppose Au be the set of
all unitary elements of A. It is enough to show that the result holds
for Au. For each u ∈ Au, we define the linear mapping

Tu : M → M, Tu(x) = (σ(u))−1(xσ(u) + d(u)), (x ∈ M).

Suppose a, b ∈ Au. One can show that for each x

TaTb(x) = Tba(x) = Tab(x) = TaTb(x).
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Now consider Ω = {Tu : u ∈ Au}; for each u ∈ Au, the function Tu is
σ-continuous. Suppose K is the σ-closed convex subset of M generated
by {Tu(0) : u ∈ Au}. Since

∥Tu(0)∥ ⩽ ∥σ∥∥d∥,

in light of the Banach-Alaoglu theorem, K is σ-compact. Also since
Tvu = TvTu for each u, v ∈ Au, it is immediate that T (K) ⊆ K. Thus,
in view of the Markov-Kakutani theorem (see [2, Theorem VII.2.1]),
there exists x0 ∈ K such that T (x0) = x0 for each T ∈ Ω; actually, for
each u ∈ Au, Tu(x0) = x0. In fact, for each u ∈ Au,

d(u) = σ(u)x0 − xσ(u).

Moreover, it is obvious

∥x0∥ ≤ ∥σ∥∥d∥.

□

Remark 2.2. Let σ, τ : M → M be continuous homomorphisms and
δ : M → M a (σ, τ)-derivation. Then, similar to the proof of Theorem
2.1, and by considering

Tu : M → M, Tu(x) = (σ(u))−1(xτ(u) + d(u)), (x ∈ M)

one can show that there exists an element x0 ∈ M such that d(a) =
τ(a)x0 − x0σ(a) for each a ∈ A.

Definition 2.3. Let σ : M → M be a homomorphism; in view of [3],
a sequence {dn} of linear mappings on A is called a σ-higher derivation
if it satisfies

dn(ab) =
n∑
k=0

dk(σ
n−k(a))dn−k(σ

k(b))

for all a, b ∈ A and each nonnegative integer n; it is strongly if d0 = I.
We say that a stongly σ-higher derivation {dn} is inner if there exist
x1, x2, x3, ...xn ∈ A such that

dn(a) =σ
n(a)xn − xnσ

n(a)− xn−1d1(σ
n−1(a))

− xn−2d2(σ
n−2(a)− . . .− x1dn−1(σ(a)).

If, moreover, τ : M → M is a homomorphism, a sequence {dn} of
linear mappings on A is called a (σ, τ)-higher derivation if it satisfies

dn(ab) =
n∑
k=0

dk(τ
n−k(a))dn−k(σ

k(b))
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for all a, b ∈ A and each nonnegative integer n; we say that a stongly
(σ, τ)-higher derivation {dn} is inner if there exist x1, x2, x3, . . . , xn ∈ A
such that

dn(a) =τ
n(a)xn − xnσ

n(a)− xn−1d1(σ
n−1(a))

− xn−2d2(σ
n−2(a)− . . .− x1dn−1(σ(a))

for each a ∈ A.

Theorem 2.4. Let M,A be as in Theorem 2.1. Let {dn} be a contin-
uous and strongly σ-higher derivation on A. Then there exist elements
x1, x2, x3, . . . , xn ∈ M with the property

∥xn∥ ⩽ ∥dn∥∥σ∥+
(
∥x1∥∥dn−1∥+ . . .+ ∥xn−1∥∥d1∥

)
∥σ∥2

such that

dn(a) =σ
n(a)xn − xnσ

n(a)− xn−1d1(σ
n−1(a))

−xn−2d2(σ
n−2(a)− . . .− x1dn−1(σ(a))

for each a ∈ A.

Proof. We proceed by induction and follow the same line as to the proof
of Theorem 2.1. □
Remark 2.5. The analogue of Theorem 2.4 can be stated for (σ, τ)-
higher derivations.
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Abstract. In this paper, we first investigate solutions for the
functional equations

f(2x+ y) + f(2x− y) = g(x+ y) + g(x− y) + h(x) + e(y) (∗)
and

f(2x+ y)− f(2x− y) = g(x+ y)− g(x− y) + o(y), (∗∗)
in which f, g, h, e, o : R → R are functions with e(0) = 0. Then,
using our results, we give the solutions of the functional equation
(***)

f1(2x+ y) + f2(2x− y) = f3(x+ y) + f4(x− y) + f5(x) + f6(y).

As a special case, we deal with the quartic functional equation
(****)

f(2x+ y) + f(2x− y) = 4f(x+ y) + 4f(x− y) + 24f(x)− 6f(y)

where fi, f : R → R.

1. Introduction

A function A : R → R is said to be additive if A(x+y) = A(x)+A(y)
for all x, y ∈ R. A function An : Rn → R, n ∈ N, that is additive in each
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of its variables, is called n-additive. Substituing x1 = x2 = ... = xk = x
and xk+1 = xk+2 = ... = xn = y in An(x1, x2, ..., xn), the resulting func-
tion will be denoted by Ak,n−k(x, y). We say that a function An : Rn →
R is symmetric if An(x1, x2, ..., xn) = An(xα(1), xα(2), ..., xα(n)) for every
permutation{α(1), α(2), ...α(n)} of {1, 2, ..., n}. If An(x1, x2, ..., xn) is
an n-additive symmetric map, then An(x) will denote the diagonal
An(x, x, ..., x); for more about these objects, see [1, 2].

The difference operator ∆h with the span h ∈ R is defined by

∆hf(x) = f(x+ h)− f(x), (x ∈ R, f : R → R). (1.1)

In fact, ∆h is an operator. Furthermore, for every nonnegative integer
n, the notation ∆n

h is defined as

∆0
hf(x) = f(x), ∆1

hf(x) = ∆hf(x), ∆n
hf(x) = ∆h ◦∆n−1

h f(x)

in which the notation ◦ is the composition operation of functions.
Moreover, for each h1, h2 ∈ R, the notation ∆h1,h2 is considered as
∆h2 ◦∆h1 ; for more about these facts, see [1, 2].

For any given n ∈ N, if f satisfies the functional equation

∆n+1
h f(x) = 0 (x, h ∈ R), (1.2)

then f is called a polynomial function of order n. It is equivalent to
the fact that

∆h1,h2,...,hn+1f(x) = 0, (x, h1, h2, ..., hn+1 ∈ R); (1.3)

in fact, f satisfies (1.2) if and only if it satisfies (1.3); see [1, Theorem
9.3].

Theorem 1.1 (Theorem 9.3. and 9.6 in [1]). f : R → R satisfies (1.3)
if and only if for every x ∈ R, f(x) =

∑n
i=0A

i(x) where A0(x) = A0

is an arbitrary constant and An is the diagonal n-additive symmetric
map An : Rn → R.

2. results

Theorem 2.1. Let f be a function satisfying (*). Then f =
∑4

i=0A
i,

where A0(x) = A0 is an arbitrary constant and An is the diagonal
n-additive symmetric map An : Rn → R.

Proof. One can show that

∆x1,x2,...,x5f(x) = 0 (x, x1, x2, ..., x5 ∈ R).

Hence, from Theorem 1.1, f =
∑4

i=0A
i. □

Theorem 2.2. Let f be a function satisfying (**). Then f =
∑3

i=0A
i.

Proof. It is similar to the proof of Theorem 2.1. □
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Corollary 2.3. The function f : R → R satisfies (***) if and only if
it is quartic.

Proof. From Theorem 2.1, f =
∑4

i=0A
i satisfies (****). By substitut-

ing it in (****), one can conclude that A0 = A1 = A2 = A3 = 0. Hence
f = A4. The converse is routine. □

Theorem 2.4. The functions f, g, h, e satisfy (*) with e(0) = 0 if and
only if

f =
∑4

i=0A
i, g =

∑2
i=0B

i + 4A4 + 2A3 + A2 + A1 + A0,

h = −2
∑2

i=0B
i + 24A4 + 12A3 + 6A2 + 2A1, e = −2B2 − 6A4.

Proof. In view of Theorem 2.1, f =
∑4

i=0A
i satisfies (*). Then, sub-

stituing f in (*) and defining

G = g − 4A4 − 2A3 − A2 − A1 − A0, (2.1)

H = −h+ 24A4 + 12A3 + 6A2 + 2A1 (2.2)

and

E = −e− 6A4, (2.3)

we arrive at

G(x+ y) +G(x− y) = H(x) + E(y). (2.4)

One can prove that G =
∑2

i=0B
i, H(x) = 2G(x) and E = 2B2.

Then from (2.1), (2.2) and (2.3), we get the result. The converse di-
rection is routine. □

Theorem 2.5. The functions f, g, o satisfy (**) if and only if

f =
3∑
i=0

Ai, g =
1∑
i=0

Bi + 4A3 + 2A2 + A1, o = −2B1 − 6A3.

Proof. It is similar to the proof of Theorem 2.4. □
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Theorem 2.6. The functions f1, f2, f3, f4, f5, f6 satisfy (***) if and
only if

f1 =
1

2

4∑
i=0

Ai +
1

2

3∑
i=0

Ci, f2 =
1

2

4∑
i=0

Ai − 1

2

3∑
i=0

C i,

f3 =
1

2
(

2∑
i=0

Bi + 4A4 + 2A3 + A2 + A1 + A0)

+
1

2
(

1∑
i=0

Di + 4C3 + 2C2 + C1),

f4 =
1

2
(

2∑
i=0

Bi + 4A4 + 2A3 + A2 + A1 + A0)

−1

2
(

1∑
i=0

Di + 4C3 + 2C2 + C1),

f5 = −
2∑
i=0

Bi + 12A4 + 6A3 + 3A2 + A1,

f6 = −B2 − 3A4 −D1 − 3C3.

Proof. With the aid of Theorems 2.2, and 2.4, one can conclude the
asserted solutions. The converse is routine. □
Remark 2.7. (1) One can talk regarding the solutions of the func-

tional equation (***) on the commutative groups with some
additional requirements and also the linear spaces over the field
Q; see [1, 3].

(2) It might be well to point out that, in connection with the con-
cept of the stability of functional equations, we need to know
the solution or solutions of the equations; the method stated in
this paper is a very well technique for this purpose (of course,
for polynomial functional equations).
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Abstract. In this note, we consider two definitions for majoriza-
tion. One of the definitions is in the term of rearrangement and
the other definition is based on doubly stochastic operators. With
respect to the entanglement transformation problem in quantum
information theory, linking majorization and trumping order is use-
ful.

1. Introduction

Majorization was scattered in journals in a wide variety of fields,
specially in quantum mechanics. Although much of the work on the
quantum information theory is limited to the finite dimensional cases,
but in quantum mechanics we need to work in infinite dimension.

Let x, y be tow vectors in Rn, Hardy, Littlewood and Polya proved
that x ≺ y if and only if there is a doubly stochastic matrix D such
that x = Dy. Recently, Bahrami, Bayati and Manjegani extended this
result to the concept of majorization on the Banach space lp(I), where
I is an arbitrary non-empty set and p ∈ [1,∞) [1, 2, 3].
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Definition 1.1 ([1]). For any x, y ∈ l1, we say that x is majorized by
y and denote by x ≺ y when there is a doubly stochastic operator D
such that x = Dy.

Also, Owari, Braunstein, Nemoto and Murao extended notion of ma-
jorization in [4] which the best fits the physical descriptions of infinite
dimensional quantum states.

So, based on the majorization in the physical applications in infinite
dimensional, we will work on l1+ that includes all x = {xn}∞n=1 ∈ l1 such
that xn ⩾ 0 for all n ∈ N and exactly one of the sets {n ∈ N : xn > 0}
and {n ∈ N : xn = 0} is finite.

Definition 1.2 ([5]). Let x, y ∈ l1+. We say that x is majorized by y
and write x ≺ y if and only if

k∑
i=1

xi
↓ ⩽

k∑
i=1

yi
↓ (k ∈ N)

and
∞∑
i=1

xi
↓ =

∞∑
i=1

yi
↓,

where x↓ symbolizes that the components of x are rearranged in non-
increasing order: x↓i ≥ x↓i+1 for all i ≥ 1.

2. Main results

First, we recall that max(z, 0) is refer to the symbol z+ whenever
z ∈ R. In the following proposition the notation ≺ is in the sense of
Definition 1.2.

Proposition 2.1 ([4]). Let a = {an}∞n=1 and b = {bn}∞n=1 both be in
l1+. Then a ≺ b if and only if the following two conditions are satisfied:

(1)
∑∞

i=1 (ai − t)+ ⩽
∑∞

i=1 (bi − t)+ for all t > 0.
(2)

∑∞
i=1 ai =

∑∞
i=1 bi.

Before we state our main theorem, we need to recall the concept of
completely monotone functions.

Definition 2.2 ([5]). Let I ⊂ R. A function f is said to be completely
monotone on I if (−1)nf (n)(x) ⩾ 0 for all x ∈ I and all n = 0, 1, 2, ....

Theorem 2.3 ([1]). Let f, g ∈ lp and f ≺ g, in the sense of Definition
1.1, then for any nonnegative convex function ϕ with

ϕ : (a, b) ⊂ R → R



ON THE CHARACTERIZATION OF MAJORIZATION AND 141

we have ∑
i∈I

ϕ(fi) ⩽
∑
i∈I

ϕ(gi).

Using Bernstein’s theorem, we see that the necessary and sufficient
condition for the function f to be completely monotone on (0,∞) is
that f be the Laplace transform of a positive measure µ,i.e.,

f(s) =

∫ ∞

0

e−stdµ(t).

Recall that the Mellin transform of a function f on (0,∞) is the
function ϕ(s) =

∫∞
0
f(t)ts−1dt. There is a close relationship between

the Mellin and Laplace transforms, in fact if f ∈ L1(0,∞) is zero
outside of [0, 1], then the Mellin transform of f(x) is the Laplace trans-
form of f(e−x). Thus, if f ∈ L1(0,∞) is zero outside of [0, 1], then
the necessary and sufficient condition for the Mellin transform of f to
be completely monotone on (0,∞) is that f be an almost everywhere
nonnegative function. Pereira and Plosker used this fact inthe proof of
Theorem 2 in [5]. We will use this fact here.

Now we are ready to introduce our results.

Theorem 2.4. Let a = {an}∞n=1 and b = {bn}∞n=1 both be in l1+ and set
ζ(s) =

∑∞
n=1 b

s
n −

∑∞
n=1 a

s
n. If there is a doubly stochastic operator D

such that a = Db, then the following two conditions are satisfied:

(1) ζ(1) = 0.

(2)
ζ(s)

s(s− 1)
is completely monotone on (1,∞).

Using Theorem 2.4 and Theorem 2 in [5], we can obtain the following
corollary.

Corollary 2.5. Let x, y ∈ l1+. If x ≺ y in the sense of Definition 1.1
then x ≺ y in the sense of Definition 1.2.

If we can prove that two Definitions 1.1 and 1.2 are equivalent (even
under some extra conditions), then doubly stochastic operators will
play an important role in the solving entangelment transformation
problem, that is, one of the most important problems in quantum infor-
mation theory. To better understand, we need the following definition.

Definition 2.6. For any x, y ∈ l1+, we say that x is trumped by y with
the symbol x ≺T y, if there exists a vector c ∈ l1+ such that ||c|| = 1
and x⊗ c ≺ y ⊗ c. We say that c is a catalyst.

In fact, with respect to the entanglement transformation problem in
quantum information theory, for two arbitrary vectors that whether
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or not there is a majorization relationship between them, we should
determine the existence conditions and identification for catalyst, as
showed in the following conjecture[5] (see Theorem 2.4):

Conjecture ([5]): The function ζ(s) is positive on (1,∞) if and only if
there exists a catalyst c = {cn}∞n=1 ∈ l1+ with corresponding generalized
Dirichlet series ζ2(s) =

∑∞
n=1 c

s
n such that x⊗ c ≺ y ⊗ c.
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Abstract. A bounded linear operator S on a Hilbert space H
is power regular if limn→∞ ∥Snx∥1/n exists for every x ∈ H. In
this talk, we define the concept of power regularity for commuting
tuples of opertors and prove that the spherical m-isometries are
power regular. Moreover, we provide conditions on a right invert-
ible spherical isometry making it a spherical unitary.

1. Introduction

A bounded linear operator S in Hilbert space H is power regular if
limn→∞ ∥Snx∥1/n exists for every x ∈ H. It is known that compact op-
erators, hyponormal operators, decomposable operators and isometric
N -Jordan operators are power regular. The backward shift operator
is an example of an operator that is not power regular. Power regu-
larity helps us to find a non-trivial invariant subspace of an operator.
For example, if S is hyponormal and limn→∞ ∥Snx∥1/n < ∥S∥ for some
non-zero vector x then x is not a cyclic vector for S; i.e.,

∨
n≥0{Snx}
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is a non-trivial invariant subspace of S [2]. For some information on
power regularity of operators one can see [1, 5] and references there in.

Given α = (α1, . . . , αd) ∈ Nd we set |α| =
∑d

j=1 αj, α! = α1! . . . αd!

and further Tα = Tα1
1 . . . T αd

d . For every d-tuple of commuting opera-
tors T = (T1, . . . , Td) ∈ B(H)d, there is a function QT : B(H) −→ B(H)

defined by QT (A) =
∑d

i=1 T
∗
i ATi. It is easy to see that Qj

T (I) =∑
|α|=j

j!
α!
T ∗αTα (j ≥ 1) where T ∗ = (T ∗

1 , . . . , T
∗
d ). For each m ≥ 0,

let

Pm(T ) = (I −QT )
m(I) =

m∑
j=0

(−1)j
(
m

j

)
Qj
T (I).

A commuting tuple T = (T1, . . . , Td) is said to be a spherical m-
isometry if Pm(T ) = 0.

2. Main results

For a commuting d-tuple T = (T1, . . . , Td) ∈ B(H)d, the algebraic
joint spectral radius defined by

r(T ) := inf
k
∥Qk

T (I)∥1/2k = lim
k→∞

∥Qk
T (I)∥1/2k.

For d = 1, r(T ) is the usual spectral radius of T . The joint approximate
point spectrum of T denoted by σπ(T ) is defined by

σπ(T ) =

{
λ = (λ1, . . . , λd) ∈ Cd : limk→∞

∑d
j=1 ∥(Tj − λj)xk∥ = 0,

for some sequence of unit vectors {xk}k

}
The d-tuple T = (T1, . . . , Td) is power regular if for each x ∈ H,

r(x, T ) := lim
k→∞

∑
|α|=k

k!

α!
∥Tαx∥2

1/2k

= lim
k→∞

∥∥⟨Qk
T (I)x, x⟩

∥∥1/2k
exists.

Theorem 2.1. Let T = (T1, . . . , Td) be in B(H)d and suppose that
x, y ∈ H such that r(x, T ), r(y, T ), r(x+y, T ) exist. Then r(x+y, T ) ≤
max{r(x, T ), r(y, T )}. Moreover, if TiTj = 0, for i ̸= j, then r(x, T k) =
r(x, T )k for all positive integers k, where T k = (T k1 , . . . , T

k
d ).

Theorem 2.2. Every spherical m-isometry T = (T1, . . . , Td) is power
regular. Moreover, for every non-zero vector x ∈ H the spectral radius
of the restriction of the d-tuple T to the subspace

M :=
∨

{T n1
1 T n2

2 . . . T nd
d x : n1 ≥ 0, n2 ≥ 0, . . . nd ≥ 0}

is one.
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Proof. By Lemma 3.2 of [4], σπ(T ) is in the boundary of the unit ball.
Therefore, for every sequence of unit vectors (xk)k, there is j with
1 ≤ j ≤ d such that

lim
k→∞

Tjxk ̸= 0

and this implies that there is a positive constant c such that

|⟨QT (I)x, x⟩| ≥ c∥x∥2 for all x ∈ H. (2.1)

To prove the existence of r(x, T ) note that r(0, T ) = 0. So let x be
a non-zero element in H. Since T is a spherical m-isometry, then
Pj(T ) = 0 for j ≥ m. Thus Lemma 2.2 of [4] implies that

⟨Qk
T (I)x, x⟩ =

m−1∑
j=0

(−1)j

j!
⟨Pj(T )x, x⟩k(j) k = 1, 2, · · · .

Note that QT (I) is a positive operator. Moreover, Pj(T )’s are self-
adjoint operators; therefore, ⟨Qk

T (I)x, x⟩ is a polynomial in k with real
coefficients of degree at mostm−1 with non-negative leading coefficient

(−1)m−1

(m− 1)!
⟨Pm−1(T )x, x⟩.

Suppose that ⟨Qk
T (I)x, x⟩ = a0 + a1k + . . . + am−1k

m−1. Now, (2.1)
implies that there exists 0 ≤ i ≤ m − 1 so that ai ̸= 0. Let ar
be the largest non-zero coefficient. Hence limk→∞ |⟨Qk

T (I)x, x⟩|1/2k =

limk→∞ (ark
r)1/2k = 1. Therefore, T is power regular.

Moreover, for non-zero vector x in H we have

1 = r(x, T )

= lim
k→∞

∑
|α|=k

k!

α!
∥Tαx∥2

1/2k

= lim
k→∞

∑
|α|=k

k!

α!
∥Tα|Mx∥2

1/2k

= lim
k→∞

(∣∣⟨Qk
T |M (I)x, x⟩

∣∣)1/2k
≤ lim

k→∞
∥Qk

T |M (I)∥1/2k∥x∥1/k

= r(T |M);

hence the spectral radius of the restriction of the tuple T to the sub-
space M is in the closed interval [r(x, T ), r(T )]. Now since for every
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spherical m-isometry T , r(T ) = 1 (see Proposition 3.1 of [4]) we get
the result. □
Corollary 2.3. Every m-isometry is power regular. Moreover, for
every non-zero vector x ∈ H the spectral radius of the restriction of the
operator T to the subspace M =

∨
n≥0{T nx} is one.

Recall that the d-tuple T = (T1, . . . , Td) is right invertible if there
are operators A1, . . . , Ad in B(H) such that T1A1 + · · · + TdAd = I.
Moreover, it is spherical unitary if T and T ∗ are spherical isometry.
Since every spherical isometry is subnormal, T is a spherical unitary
if and only if T is a normal spherical isometry. It is known that every
spherical isometry on a finite-dimensional Hilbert space is necessarily
a spherical unitary. On the other hand, there are examples of Tay-
lor invertible spherical isometries which are not spherical unitaries [3,
Theorem 3.1]. The question is under what conditions a Taylor in-
vertible spherical isometry is a spherical unitary. In the next part of
this section, we give sufficient conditions under which a right invertible
spherical isometry is a spherical unitary.

Proposition 2.4. Let T = (T1, . . . , Td) be a d-tuple of operators in
B(H),

(a) If T is a spherical m-isometry then QT (I) is invertible. More-
over, if TiTj = 0, for i ̸= j then Q(T

n1
1 ,...,T

nd
d )(I) is invertible

for every d-tuple (n1, . . . , nd) of positive integers. In particular,
Qk
T (I) is invertible for every k ≥ 1.

(b) If T is a right invertible spherical isometry such that T ∗
i Tj = 0

for all i ̸= j, then T is a spherical unitary.

References

1. A. Atzmon, Power regular operators, Trans. Amer. Math. Soc., 347 (1995), 3101-
3109.

2. P. S. Bourdon, Orbits of hyponormal operators, Michigan Math. J., 44 (1997),
345-353.

3. J. Eschmeier and M. Putinar, Some remarks on spherical isometries, Systems,
Approximation, Singular Integral Operators, and Related Topics (Bordeaux,
2000), Oper. Theory Adv. Appl., vol. 129, Birkhäuser, Basel, 2001, pp. 271-291.
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Abstract. A commuting d-tuple T = (T1, . . . , Td) is called a

spherical m-isometry if
∑m

j=0(−1)j
(
m
j

)
Qj

T (I) = 0, where QT (A) =∑d
i=1 T

∗
i ATi for every bounded linear operator A on a Hilbert

space H. In this talk, we show that for every proper spherical
m-isometry there are linearly independent operators A0, . . . , Am−1

such that Qn
T (I) =

∑m−1
i=0 Ain

i for every n ≥ 0.

1. Introduction

Given α = (α1, . . . , αd) ∈ Nd we set |α| =
∑d

j=1 αj, α! = α1! . . . αd!

and further Tα = Tα1
1 . . . T αd

d . For every d-tuple of commuting opera-
tors T = (T1, . . . , Td) ∈ B(H)d, there is a function QT : B(H) −→ B(H)

defined by QT (A) =
∑d

i=1 T
∗
i ATi. It is easy to see that Qj

T (I) =∑
|α|=j

j!
α!
T ∗αTα (j ≥ 1) where T ∗ = (T ∗

1 , . . . , T
∗
d ). For each m ≥ 0,

let

Pm(T ) = (I −QT )
m(I) =

m∑
j=0

(−1)j
(
m

j

)
Qj
T (I).
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A commuting tuple T = (T1, . . . , Td) is said to be a spherical m-
isometry if Pm(T ) = 0. For some information on sphericalm-isometries
one can see [1, 4] and [5].

2. Main results

Now we give a basic result about spherical m-isometries which is the
multi-variable analog of Theorem 1 in [2]. For the proof of our main
results, we need the following lemma.

Lemma 2.1. If Pm(k) = a0 + a1k + · · ·+ amk
m, m ≥ 1 then

m∑
k=0

(−1)m−k
(
m

k

)
Pm(k) = m!am.

Theorem 2.2. Let H be a Hilbert space. Then the d-tuple T =
(T1, . . . , Td) ∈ B(H)d is a proper spherical m-isometry if and only if
there are Am−1, Am−2, . . . , A1, A0 in B(H) such that Am−1 ̸= 0 and for
every n = 0, 1, 2, . . .

Qn
T (I) =

m−1∑
i=0

Ain
i.

Moreover, the sets {Ai : i = 0, . . . ,m − 1} and {Qn−i
T (Ai) : i =

0, . . . ,m− 1} when n ≥ m are linearly independent.

Sketch of the proof. Assume that there are Am−1 ̸= 0, Am−2, . . . , A0 so
that

Qn
T (I) =

m−1∑
i=0

Ain
i, for all n ≥ 0.

By applying Lemma 2.1 we observe that

Pm(T ) =
m∑
n=0

(−1)n
(
m

n

)
Qn
T (I) = 0.

Moreover,

Pm−1(T ) =
m−1∑
i=0

Ai

m−1∑
n=0

(−1)n
(
m− 1

n

)
ni

=(−1)m−1(m− 1)!Am−1

̸=0.
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To prove the next part, suppose that
∑m−1

i=0 xiAi = 0 for some scalers
x1, . . . , xm−1. Therefore

0 =
m−1∑
i=0

xiAi =
m−1∑
j=0

[
(−1)j

j!

j∑
i=0

xiα(i,j)

]
Pj(T ).

Now it is sufficient to show that {Pj(T ) : j = 0, . . . ,m − 1} is a

linearly independent set. Indeed, in this case
∑j

i=0 xiα(i,j) = 0 for
j = 0, . . . ,m − 1, and since the matrix of the coefficients of this sys-
tem is lower triangular with diagonal components α(j,j) = 1, j =
0, . . . ,m− 1, we get xi = 0 for i = 0, . . . ,m− 1. To finish the proof of
this part suppose that

∑m−1
k=0 αkPk(T ) = 0 for some complex numbers

α1 , . . . , αm−1. Then
∑m−1

k=0 αkQT (Pk(T )) = 0. On the other hand,

m−1∑
k=0

αkPk+1(T ) = 0.

By continuing this way we get

m−1∑
k=0

αkPk(T ) =
m−1∑
k=0

αkPk+1(T ) = · · · =
m−1∑
k=0

αkPk+m−1(T ) = 0.

Moreover, since Pm−1(T ) ̸= 0 and

0 =
m−1∑
k=0

αkPk+m−1(T ) = α0Pm−1(T ),

we conclude that α0 = 0. In the next step we have

0 =
m−1∑
k=0

αkPk+m−2(T ) = α1Pm−1(T );

thus α1 = 0. Continuing this process we obtain αk = 0 for all k =
0, 1, . . . ,m− 1.

To prove the last part of the theorem, suppose that there are scalars
x1, . . . , xm−1 such that

0 =
m−1∑
i=0

xiQ
n−i
T (Ai) =

m−1∑
i=0

xi

m−1∑
j=i

α(i,j)
(−1)j

j!
Qn−i
T (Pj(T )).

As T is a proper spherical m-isometry, there is x ∈ H such that
Pm−1(T )x ̸= 0. On the other hand, one can see

m−1∑
i=0

xi

m−1∑
j=i

α(i,j)
(−1)j

j!

⟨
Qn−i
T (Pj+1(T ))x, Pm−1(T )x

⟩
= 0.
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Applying this process, we will have
m−1∑
i=0

xi

m−1∑
j=i

α(i,j)
(−1)j

j!

⟨
Qn−i
T Pj+k(T )x, Pm−1(T )x

⟩
= 0

for all 0 ≤ k ≤ m− 1. Take k = m− 1 we have

Qn
T (Pm−1(T )) = Pm−1(T )

for all n ≥ m; thus x0 = 0. In the next step taking k = m− 2 we get

x1α(1,1) ∥Pm−1(T )x∥2 = 0

then x1 = 0. Continuing this process we will have xi = 0 for all
i = 0, . . . ,m− 1.

The reverse implication is easy to prove. □
Proposition 2.3. Let T = (T1, . . . , Td) be a proper sphericalm-isometry.
Then the following sets are linearly independent.

(1) {Pk(T ) : k = 0, 1, . . . ,m− 1}.
(2) {Qk

T (I) : k = 0, 1, . . . ,m− 1}.
(3) {Qn−k

T (Pk(T )) : k = 0, 1, . . . ,m− 1} when n ≥ m.

Corollary 2.4 (Theorem 3.1 in [3]). If A ∈ B(H) is a proper m-
isometry then the set {I, A∗A, . . . , A∗m−1Am−1} is linearly independent.
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Abstract. In this article, we prove the existence of a fixed point
for some contractive mappings over partial metric spaces. We shall
show that this kind of mappings are not continuous in their fixed
points.

1. Introduction

Partial metric spaces, which are a generalization of metric spaces,
introduced by S. G. Mathews [3] as a part of the study of denotational
semantics of data flow networks. He gave a Banach fixed point result
for these spaces. After that, many authors proved fixed point theorems
on partial metric spaces. In 1999, Pant [4] proved the following fixed
point theorem and obtained the first result that intromit discontinuity
at the fixed point. For more details see [1, 2, 5].
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Theorem 1.1. If a self-mapping T of a complete metric space (X, d)
satisfies the conditions:

(i) d(Tx, Ty) ≤ ϕ(max{d(x, Tx), d(y, Ty)}), where ϕ : R+ → R+

is such that ϕ(t) < t for each t > 0.
(ii) For a given ϵ > 0 there exists δ(ϵ) > 0 such that

ϵ < max{d(x, Tx), d(y, Ty)} < ϵ+ δ implies d(Tx, Ty) ≤ ϵ,

then T has a unique fixed point, say z. Moreover, T is continuous at z
iff limx→z d(x, Tx) = 0.

Definition 1.2 ([3]). A partial metric on a nonempty set X is a func-
tion p : X ×X → R+ such that for all x, y, z ∈ X:

(p1) p(x, x) = p(y, y) = p(x, y) ⇐⇒ x = y.
(p2) p(x, x) ≤ p(x, y).
(p3) p(x, y) = p(y, x).
(p4) p(x, y) ≤ p(x, z) + p(z, y)− p(z, z).

A partial metric space is a pair (X, p) such that X is a nonempty set
and p is a partial metric on X.

By (P1) and (P2), it is easy to see that p(x, y) = 0 implies that x = y.
A partial metric space is a pair (X, p) such that X is a nonempty set
and p is a partial metric on X. It is obvious that any metric is a partial
metric.

Example 1.3. (1) Let X = (−∞, 0]. We consider the function
p : X × X −→ R+ defined by p(x, y) = −min{x, y} for any
x, y ∈ X. Then p is a partial metric on X.

(2) Let p : R+ × R+ −→ R+ be defined by p(x, y) = max{x, y} for
any x, y ∈ X. Then p ia a partial metric on R+.

Any partial metric p on X induces a topology on (X, p) which has a
base of p-balls:

Bp(x, ϵ) = {y ∈ X : p(x, y) < p(x, x) + ϵ}

for all x ∈ X and ϵ > 0. We denote this topology by τp. The sequence
(xn)n in X is called Cauchy if lim

m,n→∞
p(xn, xm) exists and is finite. This

sequence is convergent to x if

p(x, x) = lim
n→∞

p(x, xn) = lim
m,n→∞

p(xn, xm).

The space (X, p) is called complete if every Cauchy sequence in X
converges.

A mapping f : X −→ Y between two partial metric spaces (X, p)
and (Y, q) is called τp-continuous (or simply continuous) at x0 ∈ X if
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for any ϵ > 0, there exists δ > 0 such that

f(Bp(x0, δ)) ⊆ Bq(fx0, ϵ).

Recall that f is sequentially continuous in x0 if fxn → fx0 whenever
xn → x0.

Theorem 1.4. Suppose that f : X −→ Y is a map between partial
metric spaces (X, p) and (Y, q). Then f is continuous if and only if it
is sequentially continuous.

2. Main results

In what follows we shall denote

M(x, y) = max{p(x, y), p(x, Tx), p(y, Ty), [p(x, Ty) + p(y, Tx)]/2}.
(2.1)

Theorem 2.1. Let (X, p) be a complete partial metric space. Let T
be a self-mapping on X such that T 2 is continuous and satisfy the
conditions:

(i) p(Tx, Ty) ≤ ϕ(M(x, y)), where ϕ : R+ → R+ is a function with
ϕ(t) < t for each t > 0.

(ii) For a given ϵ > 0 there exists δ(ϵ) > 0 such that ϵ < M(x, y) <
ϵ+ δ implies that p(Tx, Ty) ≤ δ.

Then T has a unique fixed point, say z, and T nx→ z for each x ∈ X.
Moreover, T is discontinuous at z iff limx→zM(x, z) ̸= 0.

The following example illustrates the above theorem.

Example 2.2. Let X = [0, 2] and p be the usual metric on X. Define
T : X → X by T (x) = 1 for x ≤ 1 and T (x) = 0 for x > 1. Then
T satisfies the conditions of Theorem 2.1 and has a unique fixed point
x = 1

Corollary 2.3. Let (X, d) be a complete metric space. Let T be a self-
mapping on X such that T 2 is continuous and satisfies the conditions:

(i) d(Tx, Ty) < M(x, y), for every x, y ∈ X with M(x, y) > 0.
(ii) For a given ϵ > 0 there exists δ(ϵ) > 0 such that ϵ < M(x, y) <

ϵ+ δ implies that d(Tx, Ty) ≤ ϵ.

Then T has a unique fixed point, say z, and T nx→ z for each x ∈ X.
Moreover, T is discontinuous at z iff limx→zM(x, z) ̸= 0.

Corollary 2.4. Let (X, d) be a complete metric space. Let T be a self-
mapping on X such that T 2 is continuous and satisfies the conditions:

(i) d(Tx, Ty) ≤ ϕ[d(x, y)], where ϕ : R+ → R+ is a function with
ϕ[d(x, y)] < d(x, y).
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(ii) For for a given ϵ > 0 there exists δ(ϵ) > 0 such that for any
t > 0, ϵ < t < ϵ+ δ implies that ϕ(t) ≤ ϵ.

Then T has a unique fixed point, say z, and T nx→ z for each x ∈ X.
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Abstract. In this paper, we review the recent developments of
operator entropy and reverses of it.

1. Introduction and preliminaries

Throughout the paper, let B(H) denote the algebra of all bounded
linear operators acting on a complex Hilbert space (H, ⟨·, ·⟩) and I be
the identity operator. In the case when dimH = n, we identify B(H)
with the full matrix algebra Mn(C) of all n× n matrices with entries
in the complex field C and denote its identity by In. A self-adjoint
operator A ∈ B(H) is called positive if ⟨Ax, x⟩ ≥ 0 for all x ∈ H and
then we write A ≥ 0. An operator A is said to be strictly positive
(denoted by A > 0) if it is positive and invertible. For self-adjoint
operators A,B ∈ B(H), we say A ≤ B if B − A ≥ 0. Let f be a
continuous real valued function defined on an interval J . The function
f is called operator monotone if A ≤ B implies f(A) ≤ f(B) for all
A,B ∈ B(H) with spectra in J . The function f is said to be operator
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concave on J if

λf(A) + (1− λ)f(B) ≤ f(λA+ (1− λ)B)

for all self-adjoint operators A,B ∈ B(H) with spectra in J and all
λ ∈ [0, 1]. Also, we say that A ∈ B(H) is contraction if A∗A ≤ I.

2. Operator Entropy Inequalities

In this section, we present a type of entropy for operators. Then we
will conclude a very important inequality for the operator entropy. The
object of this section is to state an operator entropy inequality parallel
to the main result of [1].

A relative operator entropy of strictly positive operators A,B was
introduced in the noncommutative information theory by Fujii and
Kamei [2] and is defined by

S(A|B) = A1/2 log(A−1/2BA−1/2)A1/2 .

For positive operators A,B, one may set S(A|B) := s- limϵ→+0 S(A +
ϵ1H|B) if it exists.

Definition 2.1 ([4]). AssumeA = (A1, · · · , An) andB = (B1, · · · , Bn)
are finite sequences of strictly positive operators on a Hilbert space H.
For q ∈ R and an operator monotone function f : (0,∞) → [0,∞) the
generalized operator Shannon entropy is defined by

Sfq (A|B) :=
n∑
j=1

Sfq (Aj|Bj) , (2.1)

where Sfq (Aj|Bj) = A
1/2
j

(
A

−1/2
j BjA

−1/2
j

)q
f
(
A

−1/2
j BjA

−1/2
j

)
A

1/2
j .

We recall that for q = 0, f(t) = log t and A,B > 0, we get the relative

operator entropy Sf0 (A|B) = A
1
2 log

(
A− 1

2BA− 1
2

)
A

1
2 = S(A|B). It is

interesting to point out that Sq(A|B) = −S1−q(B|A) for every real
number q, in particular, S1(A|B) = −S(B|A).

The following result gives lower and upper bounds for Sfq (A|B).

Theorem 2.2 ([4]). Assume that f , A and B are as in Definition 2.1.
If
∑n

j=1Aj =
∑n

j=1Bj = IH and f is operator concave, then

f

 n∑
j=1

(Aj♮p+1Bj) + t0

IH −
n∑

j=1

Aj♮pBj

− f(t0)

IH −
n∑

j=1

Aj♮pBj


≥ Sf

p (A|B) (2.2)
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for all p ∈ [0, 1] and for any fixed real number t0 > 0, and

−f

 n∑
j=1

(Aj♮p−1Bj) + t0

IH −
n∑

j=1

Aj♮pBj

+ f(t0)

IH −
n∑

j=1

Aj♮pBj


≤ Sf

p (A|B) (2.3)

for all p ∈ [2, 3] and for any fixed real number t0 > 0, where X♮qY is

defined by X
1
2

(
X− 1

2Y X− 1
2

)q
X

1
2 for any real number q and any strictly

positive operators X and Y . For p ∈ [0, 1], the operator X♮pY coincides
with the well-known p-power mean of X, Y .

Remark 2.3. By taking f(t) = log t in Theorem 2.6, we get Theorem
2.1 of [1].

Corollary 2.4 (Operator Entropy Inequality, [4]). Assume that
A1, · · · , An ∈ B(H) are positive invertible operators satisfying

∑n
j=1Aj =

IH. Then

−
n∑
j=1

Aj logAj ≤ (log n)IH .

Let A be a C∗-algebra of operators acting on a Hilbert space, let
T be a locally compact Hausdorff space and µ(t) be a Radon measure
on T . A field (At)t∈T of operators in A is called a continuous field
of operators if the function t 7→ At is norm continuous on T and the
function t 7→ ∥At∥ is integrable, one can form the Bochner integral∫
T
Atdµ(t), which is the unique element in A such that

φ

(∫
T

Atdµ(t)

)
=

∫
T

φ(At)dµ(t) (2.4)

for every linear functional φ in the norm dual A∗ of A; see [3].
Suppose that A = (At)t∈T ,B = (Bt)t∈T are (continuous) fields of

strictly positive operators, q ∈ R and f is a nonnegative operator
monotone function on (0,∞). Then we have the definition of the gen-
eralized relative operator entropy

S̃fq (A|B) :=

∫
T

Sfq (As|Bs)dµ(s) , (2.5)

where Sfq (As|Bs) = A
1/2
s

(
A

−1/2
s BsA

−1/2
s

)q
f
(
A

−1/2
s BsA

−1/2
s

)
A

1/2
s . In

the next theorem we have an extension of (2.1).

Theorem 2.5. Let A = (At)t∈T ,B = (Bt)t∈T be continuous fields
of strictly positive operators such that 0 < mAs ≤ Bs ≤ MAs (s ∈
T ) for some positive real numbers m,M , where m < 1 < M , and
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T
Asdµ(s) =

∫
T
Bsdµ(s) = IH, f : (0,∞) → [0,∞) be operator con-

cave and p ∈ [0, 1]. Then

f

[∫
T

(As♮p+1Bs)dµ(s) + t0

(
IH −

∫
T

As♮pBsdµ(s)

)]
− f(t0)

(
IH −

∫
T

As♮pBsdµ(s)

)
(2.6)

≥S̃f
p (A|B) .

If f is a strictly concave differentiable function on an interval [m,M ]
with m < M and Φ : B(H) −→ B(K) is a positive unital linear map,

µf =
f(M)− f(m)

M −m
, νf =

Mf(m)−mf(M)

M −m
(2.7)

and γf = max

{
f(t)

µf t+ νf
: m ≤ t ≤M

}
, (2.8)

then

f(Φ(A)) ≤ γfΦ(f(A)). (2.9)

Theorem 2.6. Let A = (At)t∈T ,B = (Bt)t∈T be continuous fields of
strictly positive operators such that 0 < mAs ≤ Bs ≤MAs (s ∈ T ) for
some positive real numbers m,M , where m < 1 < M ,

∫
T
Asdµ(s) =∫

T
Bsdµ(s) = IH, f : (0,∞) → [0,∞) be operator concave and p ∈

[0, 1]. Then

f

[∫
T

(As♮p+1Bs)dµ(s) + t0

(
IH −

∫
T

As♮pBsdµ(s)

)]
(2.10)

− γff(t0)

(
IH −

∫
T

As♮pBsdµ(s)

)
≤γf S̃f

p (A|B), (2.11)

where t0 ∈ [m,M ] and γf is given by (2.7).
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[3] F. Hansen, I. Perić and J. Pečarić, Jensen’s operator inequality and its con-
verses, Math. Scand., 100 (2007), 61–73.

[4] M. S. Moslehian, F. Mirzapour and A. Morassaei, Operator entropy inequali-
ties, Colloq. Math., 130 (2013), 159–168.



ON A CONJECTURE ABOUT A NONLINEAR
MATRIX EQUATION

ZEINAB MOUSAVI

Department of Engineering, Abhar Branch, Islamic Azad University, Abhar, Iran.
mousavi.z@abhariau.ac.ir

Abstract. Let A be a positive definite matrix and B a positive
semidefinite matrix. In this paper, we discuss on a conjecture
about operator equation f(A)X +Xf(A) = AB +BA.

1. Introduction

It is known that A,B ≥ 0 does not imply that AB+BA ≥ 0. In [1],
Chan and Kwong, studying some inequalities about AB +BA, proved
the following results:

Lemma 1.1. Let A be a positive definite matrix and Q a nonnegative
Hermitian matrix. The solution X of the following matrix equation is
always positive semidefinite.

A2X +XA2 = Q. (1.1)

Theorem 1.2. Let A be a positive definite matrix and B a positive
semidefinite matrix. The solution X of the following matrix equation
is always positive semidefinite.

A2X +XA2 = AB +BA. (1.2)
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At the end of the paper, the following question was posed associated
with above theorem:
Question: How can one characterize all the functions f such that the
solution of the matrix equation

f(A)X +Xf(A) = AB +BA (1.3)

is positive semidefinite?
Our aim in this note is to seek a soloution for this question.

2. results

We recall the Furuta’s inequality.

Theorem 2.1 ([2]). If A ≥ B ≥ 0, then for each r ≥ 0,

(i) (B
r
2ApB

r
2 )

1
q ≥ (B

r
2BpB

r
2 )

1
q .

(ii) (A
r
2ApA

r
2 )

1
q ≥ (A

r
2BpA

r
2 )

1
q ,

hold for p ≥ 0 and q ≥ 1 with (1 + r)q ≥ p+ r.

Using Theorem 2.1, Furuta showed the existence of positive semi-
definite solution of the following operator equation in Hilbert space
(related to 1.2 and 1.3) via an order preserving operator inequality.

n∑
j=1

An−jXAj−1 = B,

where A is a positive definite operator and B is a self-adjoint
operator([3]).

Using the same method in [1], we can prove the following lemma.

Lemma 2.2. Let A be a positive definite matrix and Q a nonnega-
tive Hermitian matrix. If f is a nonnegative continuous function on
(0,∞), then the solution of the following equation is always positive
semi-definite.

f(A)X +Xf(A) = Q. (2.1)

Proof. Set Y (t) = (f 2(A) + tQ)
1
2 . Since f 2(A) + tQ ≥ f 2(A) for any

t ≥ 0, Y 2(t) ≥ Y 2(0) which implies that Y (t) ≥ Y (0). Hence, Y ′(0) ≥
0.

On the other hand, by differentiating the equation Y 2(t) = f 2(A) +
tQ and then letting t = 0,

Y (0)Y ′(0) + Y ′(0)Y (0) =
d

dt
(f 2(A) + tQ)|t=0.

Hence, we have for X = Y ′(0) ≥ 0,

f(A)X +Xf(A) = Q.
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□
Definition 2.3. Let A,B be positive definite matrices. We say that A
and B are monotone sub-additive matrices if for all nonnegative matrix
monotone functions g on [0,∞), we have

g(A+B) ≤ g(A) + g(B).

Moslehian and Najafi proved in [4] that A and B are monotone sub-
additive if and only if AB+BA is positive definite. Thus we will have
the following corollary.

Corollary 2.4. Let A,B be positive definite matrices. Suppose that
f is a nonnegative continuous function on [0,∞). If A and B are
monotone sub-additive, then the solution of the following equation is
always positive semidefinite.

f(A)X +Xf(A) = BA+ AB. (2.2)

Proof. Since A and B are monotone sub-additive, so AB +BA is pos-
itive definite. By Theorem 2.2, equation (2.2) has positive definite
solution for any non-negative function f . □
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Abstract. We introduce a new definition of ε-parallelism in normed
spaces and we try to explain some properties of it in some special
normed spaces such as the space of operators on a Hilbert space.

1. Introduction

Let X be a complex normed space. We try here to introduce a type of
approximate parallelism in an arbitrary normed space. Parallelism in
an inner product space means the linearly dependence. In an arbitrary
normed space X , a type of parallelism is considered in [4] and [2] as
follows:

x||y ⇐⇒ ∃λ ∈ T, ∥x+ λy∥ = ∥x∥+ ∥y∥
where T = {α ∈ C : |α| = 1}. In [2], the authors gave an example to
show that the parallelism does not imply the linear dependence (Exam-
ple 2.2 in the paper). The same paper also rises a type of approximate
parallelism as follows:

x||εy ⇐⇒ inf{∥x+ µy∥ : µ ∈ C} ≤ ε∥x∥
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and it is stated that in the case when ε = 0 this definition implies the
definition of exact parallelism where they show 0-parallelism implies a
linear dependence. But this and above mentioned example show that
the 0-parallelism implies the exact parallelism introduced in that paper
but not necessarily the converse.

Inspired by the definition of approximate parallelism in [2], a defini-
tion of ε-parallelism is given in Section 3 which in the case mentioned
above it coincides with the exact parallelism. Utilizing the results of
[2] for Birkhoff-James-orthogonality, we present some similar results
for approximate Birkhoff-James-orthogonality in square matrix spaces,
operator spaces, C∗-algebras and Hilbert C∗-modules.

The notion of Hilbert C∗-module is a generalization of Hilbert space
which the role of complex scalers are played by elements of a C∗-algebra
A. An inner product A-module is a complex linear space E which is a
right A-module with a compatible scaler multiplication which equipped
with an A-valued inner product ⟨., .⟩ : E × E → A satisfying

(1) ⟨x, αy + βz⟩ = α⟨x, y⟩+ β⟨x, z⟩.
(2) ⟨x, ya⟩ = ⟨x, y⟩a.
(3) ⟨x, y⟩∗ = ⟨y, x⟩.
(4) ⟨x, x⟩ ≥ 0 and ⟨x, x⟩ = 0 if and only if x = 0,

for all x, y, z ∈ E , a ∈ A and α, β ∈ C. Note that ∥x∥ = ∥⟨x, x⟩∥ 1
2

defines a norm on E due to the Cauchy-Schwartz inequality. If E is
complete with respect to this norm, then it is called a HilbertA-module
or a Hilbert C∗-algebra over A. for every x ∈ E the positive square
root of ⟨x, x⟩ is denoted by |x|. Let φ be a state over A, which is a
positive linear functional on A of norm one, then

|φ(⟨x, y⟩)|2 ≤ φ(⟨x, x⟩)φ(⟨y, y⟩).

The interested reader is referred to [1] for further information on Hilbert
C∗-modules.

2. ε-parallelism

Definition 2.1. Let (X , ∥.∥) be a normed space and x and y be two
non-zero elements of X . The vector x is ε-parallelism to y, denoted by
x||εy, if there exists a real number θ such that ( x

∥x∥ + εeiθ y
∥y∥)||y, i.e.,

there is a λ ∈ T such that∥∥∥∥ x

∥x∥
+
ε

2
eiθ

y

∥y∥
+ λy

∥∥∥∥ =

∥∥∥∥ x

∥x∥
+
ε

2
eiθ

y

∥y∥

∥∥∥∥+ ∥y∥.

Obviously when ε = 0, ε-parallelism is the same as parallelism. Let
(X , ⟨., .⟩) be an inner product space and x and y be in X . It is easy
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to see that x||y if and only if |⟨x, y⟩| = ∥x∥∥y∥. This fact suggests the
following ε-parallelism in inner product spaces.

Definition 2.2. In an inner product space X for ε ∈ [0, 1), we say that
x is ε-i-parallel to y, denoted by x||εiy, if

|⟨x, y⟩| ≥ (1− ε)∥x∥∥y∥.

Theorem 2.3. Let (X , ⟨., .⟩) be an inner product space and x and y be
non-zero elements in X and ε ∈ [0, 1) such that x||εy. Then x||εiy.

Proof. x||εy implies that x
∥x∥ +

ε
2
eiθ y

∥y∥ ||y for some real number θ. Thus

1

∥x∥
|⟨x, y⟩|+ ε

2
∥y∥ ≥ |⟨ x

∥x∥
+
ε

2
eiθ

y

∥y∥
, y⟩|

= ∥ x

∥x∥
+
ε

2
eiθ

y

∥y∥
∥∥y∥ ≥ (1− ε

2
)∥y∥.

Therefore
|⟨x, y⟩| ≥ (1− ε)∥y∥∥x∥.

□
This theorem is the reason why we provide ε

2
in the Definition 2.1

instead ε.
Now we want to pay our attention to the ε-parallelism of operators

on a Hilbert space H.

Theorem 2.4. Let T1 and T2 be two non-zero operators in B(H). The
following statements are equivalent:

(a) T1||εT2.
(b) T ∗

1 ||εT ∗
2 .

(c) αT1||εβT2 for α, β ∈ R \ {0}.
(d) γT1||εγT2 for all γ ∈ C \ {0}.
(e) There exists a sequence of unite vectors {ξn} in H and θ ∈ R

and λ ∈ T such that

lim
n→∞

⟨
T1ξn
∥T1∥

+
ε

2
eiθ
T2ξn
∥T2∥

, T2ξn

⟩
= λ

∥∥∥∥ T1
∥T1∥

+
ε

2

T2
∥T2∥

∥∥∥∥ ∥T2∥.
(f) For some θ ∈ R

r

(
T ∗
2

(
T1

∥T1∥
+
ε

2
eiθ

T2
∥T2∥

))
=

∥∥∥∥T ∗
2

(
T1

∥T1∥
+
ε

2
eiθ

T2
∥T2∥

)∥∥∥∥
=

∥∥∥∥ T1
∥T1∥

+
ε

2
eiθ

T2
∥T2∥

∥∥∥∥ ∥T2∥.
Corollary 2.5. Let T1 and T2 be two non-zero operators in B(H) such
that T1||εT2. Then
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(i) There exists a sequence of unite vectors {ξn} in H such that

lim
n→∞

|⟨T1ξn, T2ξn⟩| ≥ (1− ε)∥T1∥∥T2∥.

(ii) ∥T ∗
1 T2∥ = ∥T ∗

2 T1∥ ≥ (1− ε)∥T1∥∥T2∥.

Theorem 2.6. Let E be a Hilbert C∗-modules over A. For x, y ∈ E
the following are equivalent:

(a) x||εy.
(b) There exist a state φ on A and a real number θ such that

φ(⟨ x

∥x∥
+
ε

2
eiθ

y

∥y∥
, y⟩) = λ

∥∥∥∥ x

∥x∥
+
ε

2
eiθ

y

∥y∥

∥∥∥∥ ∥y∥. (2.1)

(c) There is a linear functional f of norm one on E, λ ∈ T and
real number θ such that f( x

∥x∥ +
ε
2
eiθ y

∥y∥) = ∥ x
∥x∥ +

ε
2
eiθ y

∥y∥∥ and

f(y) = λ∥y∥.

Corollary 2.7. Let E be a Hilbert C∗-modules over A and let x, y ∈ E
such that x||εy. Then there exist a state φ on A and a real number θ
such that

|φ(⟨x, y⟩)| ≥ (1− ε)∥x∥∥y∥.

Recall that the C∗-algebra A is a Hilbert C∗-module over itself, in
which inner product A-module is defined by ⟨a, b⟩ = a∗b for a, b ∈ A.

Corollary 2.8. Let A be a C∗-algebra and a, b ∈ A such that a||εb.
Then there exists a state φ on A such that

|φ(a∗b)| ≥ (1− ε)∥a∥∥b∥.
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Abstract. Using variational techniques, we study multiplicity of
non-negative nontrivial weak solution for a class of nonlocal equa-
tions. The proofs rely essentially on the minimum principle com-
bined with the mountain pass theorem.

1. Introduction

In this paper, we are concerned with the following Kirchhoff type
problem:

−M
( ∫

Ω
H(|∇u|p)dx

)
div
(
h(|∇u|p)|∇u|p−2∇u

)
= λf(x, u)

in Ω,

−M
( ∫

Ω
H(|∇u|p)dx

)
h(|∇u|p)|∇u|p−2 ∂u

∂n
= µg(x, u)

on ∂Ω,

(1.1)
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where Ω is a bounded domain with smooth boundary ∂Ω in RN(N ≥
3),

∂u

∂n
is the outer unit normal derivative, 2 ≤ p, q < N , h is an

increasing continuous function from R into R, λ, µ are parameters,
H(t) =

∫ t
0
h(s)ds for all t ∈ R and M : R+ → R is a continuous

function, f : Ω × R → R, g : ∂Ω × R → R satisfy the Caratheodory
condition.

In [1] , the authors studied the existence and nonexistence of nontriv-
ial weak solution for a class of general Capillarity systems. We point
out the fact that if h ≡ 1 , problem (1.1) becomes a nonlocal Kirch-
hoff type equation with nonlinear boundary condition which extends
d’Alembert wave equation with free vibrations of elastic strings [3].

In order to state the main result, we need the following assumptions
for f and g. Denote F (x, t) =

∫ t
0
f(x, s)ds and G(x, t) =

∫ t
0
g(x, s)ds,

then we assume that

(F1) f : Ω×R → R is a Caratheodory function such that

|f(x, t)| ≤ C1(1 + |t|p−1) ((x, t) ∈ Ω×R),

(G1) g : ∂Ω×R → R satisfies the Caratheodory function such that

|g(x, t)| ≤ C2(1 + |t|p−1) ((x, t) ∈ ∂Ω×R).

We say that a function γ verifies the property (Γ) if and only if

γ(t) ≤ C|t|p (Γ)

for all t ∈ R, where C > 0 is independent of γ. Let Ki, i = 1, ..., 4,
be four functions satisfying property Γ. We introduce the following
assumptions on the behavior of F and G at origin and at infinity:

(F2) It holds that

lim sup
t→0

F (x, t)

K1(t)
≤ 0

uniformly in x ∈ Ω;
(F3) It holds that

lim sup
t→∞

F (x, t)

K2(t)
≤ 0

uniformly in x ∈ Ω.

(G2) It holds that

lim sup
t→0

G(x, t)

K3(t)
≤ 0

uniformly in x ∈ ∂Ω;
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(G3) It holds that

lim sup
t→∞

G(x, t)

K4(t)
≤ 0

uniformly in x ∈ ∂Ω.

Regarding the functions h,M, we assume that

(M1) There are two positive constants m0,m1 such that

m0 ≤M(t) ≤ m1 (t ≥ 0).

(H1) h : [0,+∞) → R is an increasing continuous function and there
exist α, β > 0 such that

α ≤ h(t) ≤ β (t ≥ 0).

(H2) There is constants γ > 0 such that(
h(|ξ|p)|ξ|p−2ξ − h(|η|p)|η|p−2η

)
· (ξ − η) ≥ γ|ξ − η|p,

for all ξ, η ∈ RN .

Let X = W 1,p
0 (Ω) be the usual Sobolev space with respect to the

norm

∥u∥p1,p =
∫
Ω

|∇u|pdx,

Let us define the functionals ρ : X → R by

ρ(u) =

∫
Ω

H(|∇u|p)dx, (1.2)

and the mapping J : X → R by

J(u) =
1

p
M̂
(
ρ(u)

)
where

M̂(t) =

∫ t

0

M(s)ds.

Also, we define the mapping I : X → R and ψ : X → R by

I(u) =

∫
Ω

F (x, u)dx, ψ(u) =

∫
∂Ω

G(x, u)dσ (1.3)

The main results of this paper are as follows.

Theorem 1.1. Suppose that (F1)-(F3), (G1)-(G3), (M1) and (H1)-
(H2) are satisfied. Moreover, we assume that there exist t0, such that
F (x, t0) > 0 for all x ∈ Ω. Then, there exist λ∗, µ∗ > 0 such that system
(1.1) has at least two distinct, nonnegative, nontrivial weak solutions,
provided that λ ≥ λ∗ and µ ≥ µ∗.
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2. Proofs of the main results

We will prove Theorem 1.1, using critical point theory. Set f(x, t) =
g(x, t) = 0 for t < 0. For all λ, µ ∈ R, we consider the functional
Eλ,µ(u) : X → R given by

Eλ,µ = J(u)− λI(u)− µψ(u). (2.1)

By (F1), (G1), a simple computation implies that Eλ,µ is well-defined
and of C1 class in X. Thus, weak solutions of system (1.1) correspond
to the critical points of Eλ,µ.

By applying the minimum principle in [4] we can prove that Eλ,µ
has a global minimizer u1 which is a non-negative, non-trivial weak
solution of problem (1.1)

Lemma 2.1. There exist a constant ρ ∈ (0, ∥u1∥X) and a constant
r > 0 such that Eλ,µ(u) ≥ r for all u ∈ X with ∥u∥X = ρ.

Lemma 2.2. The functional Eλ,µ satisfies the Palais-Smale condition
in X.

Proof of Theorem 1.1. By applying the minimum principle, system (1.1)
admits a non-negative, non-trivial weak solution u1 as the global min-
imizer of Eλ,µ. Setting

c := inf
χ∈Γ

max
u∈χ([0,1])

Eλ,µ(u), (2.2)

where Γ := {χ ∈ C([0, 1], X) : χ(0) = 0, χ(1) = u1}.
Lemmas 2.1- 2.2 show that all assumptions of the mountain pass

theorem in [2] are satisfied, Eλ,µ(u1) < 0 and ∥u1∥X > ρ. Then, c is
a critical value of Eλ,µ, i.e. there exists a weak solution u2 ∈ X of
(1.1). Moreover, u2 is not trivial and u2 ̸≡ u1 since Eλ,µ(u2) = c > 0 >
Eλ,µ(u1). Thus Theorem 1.1 is completely proved. □
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Abstract. In this paper, an implicit finite difference scheme is
proposed for the numerical solution of stochastic Burger’s equa-
tion of Itô type. The consistency, stability and convergence of the
scheme is analyzed.

1. Introduction

Stochastic partial differential equations (SPDEs) play a prominent
role in a range of applications, including biology, chemistry, epidemi-
ology, mechanics, microelectronics and finance. Obtaining analytical
solutions for SPDEs is either difficult in general or impossible, there-
fore effective numerical methods for studying the behaviour of these
equations are of great interest for researchers. Analytical solution can
be obtained for very few SPDEs in [2, 3]. Allen [1] constructed finite
element and difference approximation of some SPDEs. Roth approx-
imated the solution of some stochastic hyperbolic equations by finite
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difference methods [4]. Soheili et al. presented two methods for solv-
ing SPDEs based on Saul’yev method and a high order finite difference
scheme in [5].

In this paper we use a finite difference method to discretize the sto-
chastic Burger’s equation in order to stability and the convergence of
the approximate solution

vt(x, t) = vxx(x, t) + v(x, t)vx(x, t) + bvx(x, t)Ẇ (t), (1.1)

where Ẇ is a random process which is related to the Brownian motion
W (t) with Ẇ (t) = ∂W

∂t
.

2. A finite difference method

Consider the stochastic Burger’s equation (1.1) with initial condition
v(x, 0) = f(x), 0 ≤ x ≤ 1, and boundary conditions v(0, t) = v(1, t) =
0, 0 ≤ t ≤ T . In order to construct a stochastic finite difference scheme
for SPDE (1.1) consider a uniform two dimensional mesh with step size
∆x and ∆t on x–axis and t–axis, respectively. Let stochastic variable
unk approximate v(x, t) at point (k∆x, n∆t), hence on this mesh we
approximate

vt(k∆x, n∆t) ≈
un+1
k − unk

∆t
, vx(k∆x, n∆t) ≈

un+1
k + unk+1 − un+1

k−1 − unk
2∆x

,

vxx(k∆x, n∆t) ≈
un+1
k−1 − un+1

k − unk + unk+1

∆x2
,

where approximation of vxx is Saul’yev approximation. So (1.1) yields
the approximation

(1 + r)un+1
k − run+1

k−1 = (1− r)unk + runk+1

+∆tunk(
un+1
k + unk+1 − un+1

k−1 − unk
2∆x

)

+
b

2∆x
(un+1
k + unk+1 − un+1

k−1 − unk)

(W ((n+ 1)∆t)−W (n∆t)). (2.1)

3. Consistency and stability analysis for Stochastic
Scheme

Consider a SPDE in the form Lv = F, where L denotes the differen-
tial operator and F is an inhomogeneity. Also we represent stochastic
finite difference scheme at the point (k∆x, n∆t) by Lnku

n
k = F n

k . For
consistency, stability and convergence we will need a norm. Hence for
sequence x = {. . . , x−1, x0, x1, . . .} the sup–norm is defined as ∥x∥ =
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sup |xk|2 (see [4]). For a deeper discussion of consistency, stability

and convergence we refer the reader to [4].

Theorem 3.1. The stochastic finite difference scheme (2.1) is consis-
tent in mean square.

Proof. Assume that Φ(x, t) is a smooth function. Then we have

E|L(Φ)|nk − LnkΦ|2

≤ 4
∣∣∣ ∫ (n+1)∆t

n∆t
{Φxx(k∆x, s)−

1

∆x2
[Φ((k − 1)∆x, (n+ 1)∆t)

− Φ(k∆x, (n+ 1)∆t)− Φ(k∆x, n∆t) + Φ((k + 1)∆x, n∆t)]}ds
∣∣∣2

+ 4
∣∣∣ ∫ (n+1)∆t

n∆t
{Φ(k∆x, s)Φx(k∆x, s)

− Φ(k∆x, n∆t) · 1

2∆x
[Φ(k∆x, (n+ 1)∆t)

+ Φ((k + 1)∆x, n∆t)− Φ((k − 1)∆x, (n+ 1)∆t)− Φ(k∆x, n∆t)]}ds
∣∣∣2

+ 4b2
∫ (n+1)∆t

n∆t

∣∣∣{Φx(k∆x, s)− 1

2∆x
[Φ(k∆x, (n+ 1)∆t)

+ Φ((k + 1)∆x, n∆t)− Φ((k − 1)∆x, (n+ 1)∆t)− Φ(k∆x, n∆t)]}
∣∣∣2ds.

Since Φ(x, t) is a deterministic function, hence we have E|L(Φ)|nk −
LnkΦ|2 → 0, as k, n→ ∞. □
Theorem 3.2. The stochastic finite difference method (2.1) approx-
imatin (1.1) is stable in mean square with respect to the ∥ · ∥∞ =√

sup |.|2-norm, with (n+ 1)∆t = t, r = ∆t/∆x2 ≤ 1/n, where v(x, t)
satisfies the condition

|v(x, t)vx(x, t)| ≤ C (|v(x, t)|+ |vx(x, t)|) .
Proof. Applying E|·|2 to (2.1) and using the independence of theWiener
process increments, we get

E|(1 + r)un+1
k − run+1

k−1 |
2 ≤ (1− r)2E|unk |2 + r2E|unk+1|2

+ C2∆t2E(|unk |+
|un+1
k + unk+1 − un+1

k−1 − unk |
2∆x

)2

+ 2(1− r)C∆tE(|unk | · (|unk |+
|un+1
k + unk+1 − un+1

k−1 − unk |
2∆x

))

+ 2rC∆tE(|unk+1| · (|unk |+
|un+1
k + unk+1 − un+1

k−1 − unk |
2∆x

))

+
b2∆t

4∆x2
E|un+1

k + unk+1 − un+1
k−1 − unk |2.
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On the other hand

E(|unk |+
|un+1
k + unk+1 − un+1

k−1 − unk |
2∆x

)2 ≤ (2 +
16

∆x2
) sup
k,n

E|unk |2, (3.1)

and

E(|unk | · (|unk |+
|un+1
k + unk+1 − un+1

k−1 − unk |
2∆x

)) ≤ (1 +
2

∆x
) sup
k,n

E|unk |2. (3.2)

Therefore by (3.1) and (3.2) we get

E|(1 + r)un+1
k − run+1

k−1 |
2

≤ {1 + (2 +
16

∆x2
)C2∆t2 + 2(1 +

2

∆x
)C∆t+

8b2∆t

∆x2
} sup
k,n

E|unk |2. (3.3)

By assuming r = ∆t
∆x2

≤ 1
n
and using the inequalities ∆t ≤ ∆t

∆x
≤ ∆t

∆x2

we can conclude that there exists some λ such that(
2 +

16

∆x2

)
C2∆t2 + 2

(
1 +

2

∆x

)
C∆t+

8b2∆t

∆x2
≤ λ2∆t.

So by (3.3) we have

E|(1 + r)un+1
k − run+1

k−1 |
2 ≤ (1 + λ2∆t) sup

k,n
E|unk |2.

Since E|(1 + r)un+1
k − run+1

k−1 |2 ≥ sup
k

E|unk |2, we get

sup
k

E|un+1
k |2 ≤ (1 + λ2∆t) sup

k,n
E|unk |2.

Hence, by fixed n and ∆t = t
n+1

, E∥un+1∥2∞ ≤ E∥u0∥2∞. So the sto-
chastic finite difference scheme (2.1) is stable. □

By considering the theorems proved for stability and consistency
of the finite difference method (2.1), and according to the stochas-
tic version of the Lax-Richtmyer theorem, the method is conditionally
convergent for ∥ · ∥∞.
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Abstract. In this paper, first we introduce the concept of Fréchet
Q-algebra and (weakly) almost multiplicative map between Fréchet
algebras. Then we investigate automatic continuity of (weakly)
almost multiplicative maps on Fréchet algebras.

1. Introduction

In 1985, Jarosz introduced the concept of almost multiplicative maps
between Banach algebras [3]. For the Banach algebras A and B, a
linear map T : A → B is called almost multiplicative if there exists
ε ≥ 0 such that

∥Tab− TaTb∥ ≤ ε∥a∥∥b∥,
for all a, b ∈ A. Recently, Honary, Omidi and Sanatpour in [1, 2]
investigated automatic continuity of almost multiplicative linear maps
between certain topological algebras, called Fréchet algebras, defined
as follows:

An algebra A over the complex field, which is equipped with a topol-
ogy, is called a topological algebra if it satisfies the following conditions:
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(i) Every point of A is a closed set.
(ii) The operations addition, scalar multiplication and product on

A, are continuous under the topology of A.

The topology of a Fréchet algebra A can be generated by a se-
quence (pk) of separating submultiplicative seminorms, i.e., pk(xy) ≤
pk(x)pk(y) for all k ∈ N and x, y ∈ A, such that pk(x) ≤ pk+1(x),
whenever k ∈ N and x ∈ A. The Fréchet algebra A with the above
generating sequence of seminorms (pk) is denoted by (A, (pk)). Banach
algebras are important examples of Fréchet algebras.

For the Fréchet algebras (A, (pk)) and (B, (qk)), ε ≥ 0 a linear map
T : A→ B is called ε-multiplicative with respect to (pk) and (qk) if

qk(Tab− TaTb) ≤ εpk(a)pk(b),

for every k ∈ N and for all a, b ∈ A. We say that a linear map T :
A→ B is almost multiplicative if T is ε-multiplicative for some ε ≥ 0 .
We now define another important class of topological algebras, called
Q-algebras.

Definition 1.1. Let A be an algebra. An element x ∈ A is called
quasi-invertible if there exists y ∈ A such that x ⋄ y = x + y − xy = 0
and y ⋄ x = y + x− yx = 0

The set of all quasi-invertible elements of A is denoted by q-Inv A.
A topological algebra A is called a Q-algebra if q-Inv A is open, or
equivalently, if q-Inv A has an interior point in A .

Definition 1.2. For a unital algebra A with the unit 1, the spectrum
of an element x ∈ A, denoted by σA(x), is the set of all λ ∈ C such that
λ1−x is not invertible in A. For a non-unital algebra A, the spectrum
of x ∈ A is σA(x) = {0} ∪ {λ ∈ C : λ ̸= 0 and x

λ
/∈q−InvA}. The

spectral radius of an element x ∈ A is rA(x) = sup{|λ| : λ ∈ σA(x)}.
The (Jacobson) radical radA of an algebra A is the intersection of

all maximal left (right) ideals in A. The algebra A is called semisimple
if radA = {0}. In the case that A is a Banach algebra we have rA(x) =
limn→∞ ∥xn∥1/n.

It is known that for any algebra A

radA = {x ∈ A : rA(xy) = 0, for every y ∈ A}.
If A is a commutative Fréchet algebra, then radA =

∩
φ∈M(A) kerφ,

where M(A) is the continuous character space of A, i.e. the space of
all continuous non-zero multiplicative linear functionals on A.

Remark 1.3. It is interesting to note that Fréchet algebras are lmc
algebras. Moreover, an lmc algebra A is a Q-algebra if and only if the
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spectral radius rA is continuous at zero and it is uniformly continuous
on A if A is also commutative. A Fréchet algebra A is a Q-algebra if
and only if the spectral radius rA(x) is finite for all x ∈ A.

Lemma 1.4. Let (A, (pk)) be a Fréchet algebra, then

rA(x) = supk∈N limn→∞pk(x
n)

1
n

for every x ∈ A.

Theorem 1.5. Let (A, (pk)) be Fréchet algebra, then the following
statements are equivalent:

(i) (A, (pk)) is a Q-algebra.
(ii) There exists k0 ∈ N such that rA(x) ≤ pk0(x), for every x ∈ A.

(iii) rA(x) = limn→∞pk0(x
n)

1
n , for every x ∈ A and pk0 as in (ii).

2. Main results

In this section, we bring some results about Fréchet Q-algebras. Also
we assume that pk0 be as given in Theorem 1.5.

Lemma 2.1. Let (A, (pk)) be a Fréchet algebra, x ∈ A such that
rA(x) < 1. Then for every k ∈ N, limn→∞pk(x

n) = 0.

One can deduce the following result as a consequence of Lemma 2.1
and Theorem 1.5.

Corollary 2.2. Let (A, (pk)) be a Fréchet Q-algebra, x ∈ A such that
pk0(x) < 1. Then for every k ∈ N, limn→∞pk(x

n) = 0.

Lemma 2.3. Let (A, (pk)) be a Fréchet Q-algebra and x ∈ A such that
pk0(x) < 1 or rA(x) < 1, then eA − x is invertible.

Corollary 2.4. Let (A, (pk)) be a Fréchet Q-algebra and x ∈ A such
that pk0(x) ≤ |λ|. Then λeA − x is invertible and

pk0(λeA − x)−1 < 1
|λ|−pk0 (x)

.

Definition 2.5. Let (A, (pk)) be Fréchet Q-algebra with unit eA. For
0 < ε < 1 , the ε−condition spectrum of an element x in A is defined
by,

σε(x) = {λ ∈ C : pk0(λeA − x)pk0(λeA − x)
1
n ≥ 1

ε
}

with the convention pk0(λeA − x)pk0(λeA − x)
1
n = ∞ when λeA − x is

not invertible. The ε−spectral radius rε(x) is define as

rε(x) = sup{|λ| : λ ∈ σε(x)}.

Note that σA(x) ⊂ σε(x) and therefore rA(x) ≤ rε(x).
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Proposition 2.6. Let (A, (pk)) be a Fréchet Q-algebra, x ∈ A and
0 < ε < 1, then rε(x) ≤ (1+ε

1−ε)pk0(x).

We now present some results about (weakly) almost multiplicative
maps between Fréchet algebras.

Lemma 2.7. Let (A, (pk)) be a semisimple commutative Fréchet alge-
bra and x0 be a none zero element in A. Then for every λ ∈ C, there
exists a weakly almost multiplicative linear functional T : (A, (pk)) → C
such that T (x0) = λ.

Theorem 2.8. Let (A, (pn)) be a Fréchet Q-algebra and (B, (qn)) be
a semisimple Fréchet algebra (not necessarily commutative). Let the
surjective map T : A → B be weakly almost multiplicative such that
rB(Tx) ≤ rA(x) for every x ∈ A. Then T is automatically continuous.

In the case that both algebras A and B are Fréchet Q-algebras, we
have the following result.

Theorem 2.9. Let (A, (pn)) and (B, (qn)) be Fréchet Q-algebras such
that B is commutative and semisimple. If the linear map T : A → B
satisfies rB(Tx) ≤ rA(x) for all x ∈ A, then T is continuous.

Finally, we recall the following result, which concerns an interesting
property of almost multiplicative linear functionals on Fréchet algebras.

Theorem 2.10. Let T : (A, (pn)) → C be a weakly almost multiplica-
tive linear functional. Then, at least one of the following holds:

(i) T is multiplicative.
(ii) T is continuous.
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Abstract. In the present paper, we are devoted to exploring con-
ditions of well-posedness for multivalued variational inequalities in
Banach spaces. We establish some conditions under which the
strong well-posedness for the considered multivalued variational
inequality is equivalent to the existence and uniqueness of its so-
lution.

1. Introduction

The classical concept of well-posedness for a global minimization
problem,which was firstly introduced by Tikhonov [2] and thus has
been known as the Tikhonov well-posedness, requires the existence
and uniqueness of solution to the global minimization problem and the
convergence of every minimizing sequence toward the unique solution.
Very recently, Xiao et al. [3] established two kinds of conditions under
which the strong and weak well-posedness for the hemivariational in-
equality are equivalent to the existence and uniqueness of its solutions,
respectively.
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Let X be a Banach space and X∗ its topological dual space. The
norm in X and X∗ will be denoted by || · ||. We denote ⟨., .⟩, [x, y] and
]x, y[ the dual pair between X and X∗, the line segment for x, y ∈ X,
and the interior of [x, y], respectively. Now, we recall some concepts of
subdifferentials that we need in the next section.

Definition 1.1 ([1]). LetX be a normed vector space, Ω be a nonempty
subset of X, x ∈ Ω and ε ≥ 0. The set of ε-normals to Ω at x is

N̂ε(x; Ω) :=

{
x∗ ∈ X∗| lim sup

u→Ωx

⟨x∗, u− x⟩
||u− x||

≤ ε

}
.

Assume that x ∈ Ω, the limiting normal cone to Ω at x is

N(x̄; Ω) := lim sup
x→x̄,ε↓0

N̂ε(x; Ω).

Let J : X → R̄ be finite at x̄ ∈ X; the limiting subdifferential of J at
x̄ is defined as follows

∂MJ(x̄) := {x∗ ∈ X∗|(x∗,−1) ∈ N((x̄, J(x̄)); epiJ)} .

Definition 1.2. Let T : X → 2X
∗
be a set-valued mapping. Then T

is said to be relaxed monotone if there exists a constant α such that
for any x, y ∈ X and any u ∈ T (x), v ∈ T (y), one has

⟨v − u, x− y⟩ ≤ −α||x− y||2.

Definition 1.3 ([4]). A mapping T : X → X∗ is said to be hemicon-
tinuous if for any x1, x2 ∈ X, the function t 7→ ⟨T (x1 + tx2), x2⟩ from
[0, 1] into ]−∞,+∞[ is continuous at 0+.

Now, suppose that J : X → R, A : X → X∗ and f ∈ X∗. Con-
sider the following multivalued variational inequality associated with
(A, f, J):
MV I(A, f, J): Find x̄ ∈ X such that for any x ∈ X, there exists

ξ ∈ ∂MJ(x̄),

⟨Ax̄− f + ξ, x− x⟩ ≥ 0.

Definition 1.4. A sequence {xn} ⊂ X is said to be an approximating
sequence for the MV I(A, f, J), if there exists {ϵn} with ϵn ↓ 0 such
that for any x ∈ X there exists x∗n ∈ ∂MJ(xn),

⟨Axn − f + x∗n, x− xn⟩ ≥ −ϵn||x− xn||.

Definition 1.5. The multivalued variational inequality MV I(A, f, J)
is said to be strongly well-posed if it has a unique solution x̄ on X and
for every approximating sequence {xn}, it converges strongly to x.
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2. Main results

In this section, we establish some conditions under which the well-
posedness for the multi-valued variational inequality is equivalent to
the existence and uniqueness of its solution.

Theorem 2.1. Let A : X → X∗ be relaxed monotone with constant
c and J a l.s.c. function that its limiting subdifferential satisfies re-
laxed monotonicity condition with constant α. If α + c > 0, then
MV I(A, f, J) is strongly well-posed if and only if it has a unique solu-
tion on X.

Example 2.2. Let X = R, f = 0, A be the identity map and J be
defined as

J(x) =

{
x2 + x if x > 0
x2 − 3x if x ≤ 0

Then by some computation we can see that J and A are relaxed mono-
tone with constants α = 2, c = 1, respectively. Hence, all assumptions
of Theorem 2.1 are fulfilled and x̄ = 0 is a unique solution of (MV I)
and therefore it is strongly well-posed.

For any ϵ > 0, consider the following two sets

Ω(ϵ) = {x̄|∀x ∈ X, ∃x∗ ∈ ∂MJ(x̄) s.t. ⟨Ax̄−f+x∗, x−x̄⟩ ≥ −ϵ||x−x̄||},
Ψ(ϵ) = {x̄|∀x ∈ X, ∃x∗ ∈ ∂MJ(x̄) s.t. ⟨Ax−f+x∗, x−x̄⟩ ≥ −ϵ||x−x̄||}.

Lemma 2.3. Suppose that A : X → X∗ is monotone and hemicontin-
uous. Then Ω(ϵ) = Ψ(ϵ) for all ϵ > 0.

Lemma 2.4. Suppose that A : X → X∗ is a hemicontinuous mapping.
If J is locally Lipschitz, then Ω(ϵ) is closed in X for all ϵ > 0.

Theorem 2.5. Suppose that A : X → X∗ is hemicontinuous and
monotone. Then MV I(A, f, J) is strongly well-posed if and only if

∀ϵ > 0, Ω(ϵ) ̸= ∅, and diam(Ω(ϵ)) → 0 as ϵ→ 0.
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Abstract. In this paper we investigate the existence and unique-
ness of the best proximity point for Suzuki type (α, β, θ, γ)-contractive
mappings in non-Archimedean modular metric spaces. The proved
results extend and improve some well known results in the litera-
ture.

1. Introduction

Let us assume that A and B are non-empty subsets of a metric
space. In view of the fact that a non-self mapping T : A → B does
not necessarily have a fixed point, it is of considerable significance to
explore the existence of an element x that is as close to Tx as possible.
In other words, when the fixed point equation Tx = x has no solution,
then it is attempted to determine an approximate solution x such that
the error d(x, Tx) is minimum. Indeed, best proximity point theorems
investigate the existence of such optimal approximate solutions, known
as best proximity points, of the fixed point equation Tx = x, when
there is no solution.
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Definition 1.5 ([3]). Let (A,B) be a pair of nonempty subsets of a
metric space (X, d) with A0 ̸= ∅. Then the pair (A,B) is said to have
the weak P -property if and only if for any x1, x2 ∈ A0 and y1, y2 ∈ B0,

d(x1, y1) = d(A,B) and d(x2, y2) = d(A,B) ⇒ d(x1, x2) ≤ d(y1, y2).

Definition 1.6 ([4]). Let A and B be two nonempty subsets of a metric
space (X, d) and α : A × A → [0,+∞) be a function. We say that a
non self-mapping T : A→ B is triangular α-proximal admissible if, for
all x, y, z, x1, x2, u1, u2 ∈ A,

(T1)

 α(x1, x2) ≥ 1
d(u1, Tx1) = d(A,B)
d(u2, Tx2) = d(A,B)

=⇒ α(u1, u2) ≥ 1,

(T2)

{
α(x, z) ≥ 1
α(z, y) ≥ 1

=⇒ α(x, y) ≥ 1.

Let Θ denotes the set of all functions θ : R+4 → R+ satisfying:
(Θ1) θ is continuous and increasing in all its variables.
(Θ2) θ(t1, t2, t3, t4) = 0 iff t1.t2.t3.t4 = 0.

Let F denotes the set of all functions β : [0,+∞) → [0, 1) satisfying
the condition β(tn) → 1 implies tn → 0, as n→ +∞.

2. Main results

Definition 2.1. Suppose that (A,B) be a pair of nonempty subsets
of a modular metric space Xω with Aλ0 ̸= ∅ for all λ > 0. We say the
pair (A,B) has the weak Pλ-property if and only if for any x1, x2 ∈ A0,
y1, y2 ∈ B0 and λ > 0,

ωλ(x1, y1) = ωλ(A,B), ωλ(x2, y2) = d(A,B) ⇒ ωλ(x1, x2) ≤ ωλ(y1, y2),

where ωλ(A,B) =: inf{ωλ(x, y)| x ∈ A and y ∈ B}, and Aλ0 =: {x ∈
A : ωλ(x, y) = ωλ(A,B) for some y ∈ B}.

Definition 2.2. Let A and B be two nonempty subsets of a modular
metric space Xω where Aλ0 ̸= ∅ for all λ > 0 and α : Xω × Xω →
[0,∞) is a function. A mapping T : A → B is said to be a Suzuki
type (α, β, θ, γ)−contractive mapping if there exists β ∈ F and θ ∈ Θ
such that for all x, y ∈ A and λ > 0 with 1

2
ω∗
λ(x, Tx) ≤ ωλ(x, y) and

α(x, y) ≥ 1 one has,

ωλ(Tx, Ty) ≤ β
(
M(x, y)

)
M(x, y) + γ

(
N(x, y, θ)

)
N(x, y, θ)
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where γ : [0,∞) → [0,∞) is a bounded function, ω∗
λ(x, y) = ωλ(x, y)−

ωλ(A,B),

M(x, y) = max

{
ωλ(x, y),

ωλ(x, Tx) + ωλ(y, Ty)

2
− ωλ(A,B),

ωλ(x, Ty) + ωλ(y, Tx)

2
− ωλ(A,B)

}
,

N(x, y, θ) = θ

(
ωλ(x, Tx)−ωλ(A,B), ωλ(y, Ty)− ωλ(A,B),

ωλ(x, Ty)− ωλ(A,B), ωλ(y, Tx)− ωλ(A,B)

)
.

Theorem 2.3. Let A and B be nonempty subsets of a non-Archimedean
modular metric space Xω with ω regular such that A is ω−complete
and Aλ0 is nonempty for all λ > 0. Assume that T is a Suzuki type
(α, β, θ, γ)−contractive mapping satisfying the following assertions:

(i) T (Aλ0) ⊆ Bλ
0 for all λ > 0 and the pair (A,B) satisfies the weak

Pλ-property,
(ii) T is a triangular α-proximal admissible mapping,
(iii) there exist elements x0 and x1 in Aλ0 for all λ > 0 such that,

ωλ(x1, Tx0) = ωλ(A,B) and α(x0, x1) ≥ 1

(iv) if {xn} is a sequence in A s.t α(xn, xn+1) ≥ 1 for all n ∈ N∪{0}
with xn → x ∈ A as n→ ∞, then α(xn, x) ≥ 1 for all n ∈ N.

Then there exists an x∗ in A such that ωλ(x
∗, Tx∗) = ωλ(A,B) for all

λ > 0. Further, the best proximity point is unique if, for every x, y ∈ A
such that ωλ(x, Tx) = ωλ(A,B) = ωλ(y, Ty), we have α(x, y) ≥ 1.

Corollary 2.4. From Theorem 2.3, in the setting of non-Archimedean
modular metric space,One can deduce Suzuki type result of Zhang et al.
[3] and Suzuki type result of Suzuki [5].
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Abstract. In this paper, we first consider a broad class of non-
linear mappings containing the class of (α,β)-generalized hybrid
mappings in Hilbert spaces. Finally, we prove an ergodic theorem
of Baillon’s type for these nonlinear mappings.

1. Introduction

Let H be a real Hilbert space and let C be a nonempty closed convex
subset of H. Then a mapping T : C → C is said to be nonexpansive
if ∥Tx− Ty∥ ≤ ∥x− y∥ for all x, y ∈ C. We know that there exists a
unique nearest point z ∈ C such that ∥x − z∥ = infy∈C ∥x − y∥. We
denote such a correspondence by z = PCx. PCx is called the metric
projection of H onto C, see [3] for more details.
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In this paper, motivated by Kocourek, Takahashi and Yao [2], we
introduce a broad class of mappings T : C → C such that for some
α, β, γ,m1,m2 ∈ R,

α∥Tx− Ty∥2 + (m1 − α+ γ)∥x− Ty∥2 − (β + (β − α)γ)∥Tx− y∥2

−(m2 − β − (β − α− 1)γ)∥x− y∥2 ≤ 0

for all x, y ∈ C. We call such a mapping an (α, β, γ, m1, m2)-
generalized hybrid mapping.

Remark 1.1. The class of (α, β, γ, m1, m2)-generalized hybrid map-
pings contain many important classes of nonlinear mappings. For ex-
ample nonexpansive, nonspreading, hybrid [4] and (α,β)-generalized
hybrid mappings. We can also show that an (α, β, γ, m1, m2)-
generalized hybrid mapping with a fixed point and condition 0 <
m2 + γ ≤ m1 + γ is quasi-nonexpansive [2].

2. Main results

In this section, using the technique developed by Takahashi [5], we
prove a nonlinear ergodic theorem of Baillon’s type [1] for (α, β, γ, m1,
m2)-generalized hybrid mappings in a Hilbert space.

Theorem 2.1. Let H be a Hilbert space and C be a closed convex
subset of H. Let T : C → C be a (α, β, γ, m1, m2)-generalized hybrid
mapping with condition 0 < m2 + γ ≤ m1 + γ and F (T ) ̸= ∅. Let P be
the metric projection of H onto F (T ). Then, for any x ∈ C,

Snx =
1

n

n−1∑
k=0

T kx

converges weakly to an element p of F (T ), where p = limn→∞ PT nx.

Proof. Since T is an (α, β, γ, m1, m2)-generalized hybrid mapping
with condition 0 < m2 + γ ≤ m1 + γ and F (T ) ̸= ∅, then T is quasi-
nonexpansive. So, we have that F (T ) is closed and convex. Let x ∈ C
and let P be the metric projection of H onto F (T ). Then, we have

∥PT nx− T nx∥ ≤ ∥PT n−1x− T nx∥ ≤ ∥PT n−1x− T n−1x∥.
This implies that ∥PT nx−T nx∥ is a nonincreasing sequence in R. We
also know that for any v ∈ C and u ∈ F (T ),

⟨v − Pv, Pv − u⟩ ≥ 0

and hence

∥v − Pv∥2 ≤ ⟨v − Pv, Pv − u⟩.
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So, we get

∥Pv − u∥2 = ∥Pv − v + v − u∥2

= ∥Pv − v∥2 − 2⟨Pv − v, u− v⟩+ ∥v − u∥2

≤ ∥v − u∥2 − ∥Pv − v∥2.

Let m,n ∈ N with m ≥ n. Putting v = Tmx and u = PT nx, we have
(by T is quasi-nonexpansive)

∥PTmx− PT nx∥2 ≤ ∥Tmx− PT nx∥2 − ∥PTmx− Tmx∥2

≤ ∥T nx− PT nx∥2 − ∥PTmx− Tmx∥2.

Since {∥T nx−PT nx∥} is a nonincreasing sequence in R, it follows that
{PT nx} is a Cauchy sequence in F (T ). Therefore, {PT nx} converges
strongly to an element p of F (T ). Take u ∈ F (T ), then we obtain for
any n ∈ N,

∥Snx− u∥ ≤ 1

n

n−1∑
k=0

∥T kx− u∥ ≤ ∥x− u∥ .

So, {Snx} is bounded and hence there exists a subsequence {Sni
x} of

{Snx} converges weakly. If Sni
x ⇀ v, then we have v ∈ F (T ). In fact,

since (m2 −m1) ≤ 0, for any y ∈ C and k ∈ N
∪
{0}, we have

0 ≤(β + (β − α)γ)∥T k+1x− y∥2 + (m2 − β − (β − α− 1)γ)∥T kx− y∥2

− α∥T k+1x− Ty∥2 − (m1 − α+ γ)∥T kx− Ty∥2

=(β + (β − α)γ){∥T k+1x− Ty∥2 + 2⟨T k+1x− Ty, Ty − y⟩
+ ∥Ty − y∥2}+ (m2 − β − (β − α− 1)γ){∥T kx− Ty∥2

+ 2⟨T kx− Ty, Ty − y⟩+ ∥Ty − y∥2}
− α∥T k+1x− Ty∥2 − (m1 − α+ γ)∥T kx− Ty∥2

=(m2 + γ)∥Ty − y∥2 + 2⟨(β + (β − α)γ)T k+1x

+ (m2 − β − (β − α− 1)γ)T kx− (m2 + γ)Ty, Ty − y⟩
+ ((β − α) + (β − α)γ){∥T k+1x− Ty∥2 − ∥T kx− Ty∥2}

Summing these inequalities with respect to k = 0, 1, ..., n − 1 and di-
viding this inequality by n, we have
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0 ≤ (m2 + γ)∥Ty − y∥2 + 2⟨(m2 + γ)Snx

+
(β + (β − α)γ)

n
(T nx− x)− (m2 + γ)Ty, Ty − y⟩

+
((β − α) + (β − α)γ)

n
{∥T nx− Ty∥2 − ∥x− Ty∥2}

where Snx = 1
n

∑n−1
k=0 T

kx. Replacing n by ni and letting ni → ∞, we
obtain from Sni

x ⇀ v that

0 ≤ (m2 + γ)∥Ty − y∥2 + 2⟨(m2 + γ)v − (m2 + γ)Ty, Ty − y⟩.

Putting y=v, we have

0 ≤ −(m2 + γ)∥Tv − v∥2.

Since m2 + γ > 0, we obtain Tv=v. To complete the proof, it is
sufficient to show that if Sni

x ⇀ v, then v=p. From

⟨T kx− PT kx, PT kx− u⟩ ≥ 0

for all u ∈ F (T ) and Since {∥T kx − PT kx∥} is nonincreasing, so we
have

⟨u− p, T kx− PT kx⟩ ≤ ⟨PT kx− p, T kx− PT kx⟩
≤ ∥PT kx− p∥∥T kx− PT kx∥
≤ ∥PT kx− p∥∥x− Px∥.

Adding these inequalities from k = 0 to k = n − 1 and dividing by n,
we have

⟨u− p, Snx−
1

n

n−1∑
k=0

PT kx⟩ ≤ ∥x− Px∥
n

n−1∑
k=0

∥PT kx− p∥.

Since Sni
x ⇀ v and PT kx→ p, we have

⟨u− p, v − p⟩ ≤ 0.

We know that v ∈ F (T ). So, putting u = v, we have

⟨v − p, v − p⟩ ≤ 0

and hence ∥v − p∥2 ≤ 0. So, we obtain v = p. This completes the
proof.

□
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Abstract. In this note, we review and study continuous frames.
In particular, for two given Bessel mappings E and F , we define
the so called cross-Gram operator GE,F . We show that if F and
G are Bessel mappings then GE,F is bounded. Also, we show that
GE,F is bounded and invertible if and only if both E and F are of
Riesz type.

1. Introduction

One of the frame related matrices or operators is the Gram matrix or
operator. Unlike other related operators (analysis, synthesis and frame
operator which their domain, range or both of them are in underlying
Hilbert spaces), domain and range’s of this operator lies in the rep-
resentation sequence space ℓ2 (in discrete case) or the function space
L2 (in continuous case), which makes it useful and sometimes hard to
work.

Let us recall some definitions.

2010 Mathematics Subject Classification. Primary: 42C15, Secondary: 42C40.
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Definition 1.1. Let H be a complex Hilbert space and (Ω, µ) be a
measure space with positive measure µ. The mapping F : Ω → H is
called a continuous frame with respect to (Ω, µ), if

(1) F is weakly-measurable, i. e., for each f ∈ H, ω → ⟨f, F (ω)⟩ is
a measurable function on Ω.

(2) There exist constants A,B > 0 such that

A∥f∥2 ≤
∫
Ω

|⟨f, F (ω)⟩|2dµ(ω) ≤ B∥f∥2 f ∈ H. (1.1)

The constants A and B are called continuous frame bounds. F is
called a tight continuous frame if A = B and Parseval if A = B = 1.
The mapping F is called Bessel if the second inequality in (1.1) holds.
In this case B is called the Bessel constant.

Theorem 1.2. Let (Ω, µ) be a measure space and let F be a Bessel
mapping from Ω to H with Bessel bound B. Then the operator TF :
L2(Ω, µ) → H weakly defined by

⟨TFϕ, h⟩ =
∫
Ω

ϕ(ω)⟨F (ω), h⟩dµ(ω) (h ∈ H, ϕ ∈ L2(Ω, µ))

is well-defined, linear, bounded with bound
√
B, and its adjoint is given

by

T ∗
F : H → L2(Ω, µ), (T ∗

Fh)(ω) = ⟨h, F (ω)⟩ (ω ∈ Ω, h ∈ H).

For a given Bessel mapping F , the operator TF is called the pre-frame
operator or synthesis operator and T ∗

F is called then analysis operator
of F . The operator SF = TFT

∗
F is called continuous frame operator. In

case F is a continuous frame, this operator is a bounded, self-adjoint,
positive, invertible operator and any f ∈ H has the resolution

f =

∫
Ω

⟨f, F (ω)⟩S−1
F F (ω)dµ =

∫
Ω

⟨f, S−1
F F (ω)⟩F (ω)dµ.

2. Gram and cross-Gram operators of continuous frames

For a given Bessel mapping F : Ω → H, we can compose the synthe-
sis operator TF and its adjoint T ∗

F , and obtain the operator

T ∗
FTF : L2(Ω, µ) → L2(Ω, µ). (2.1)
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We call the operator G = T ∗
FTF the Gram operator associated to F .

Therefore for each g, k ∈ L2(Ω, µ), we have

⟨T ∗
FTF (g), k⟩ = ⟨TF (g), TF (k)⟩ =

∫
Ω

g(ω)⟨F (ω), TF (k)⟩dµ(ω)

=

∫
Ω

g(ω)⟨T ∗
F (F (ω)), k⟩dµ(ω)

=

∫
Ω

g(ω)⟨⟨F (ω), F (.)⟩, k(.)⟩dµ(ω)

=

∫
Ω

g(ω)

∫
Ω

⟨F (ω), F (η)⟩k(η)dµ(ω)dµ(η)

=

∫
Ω

∫
Ω

g(ω)k(η)⟨F (ω), F (η)⟩dµ(ω)dµ(η).

Considering the function K : Ω× Ω → C defined by

K(ω, η) = ⟨F (ω), F (η)⟩ ω, η ∈ Ω,

we can state the Gram operator (weakly ) in term of the kernel function
K as follows

⟨Gg, k⟩ =
∫
Ω

∫
Ω

g(ω)k(η)K(ω, η)dµ(ω)dµ(η) (g, k ∈ L2(Ω, µ)).

Lemma 2.1. For the continuous Bessel mapping F : Ω → H, the
Gram operator defines an injective operator from RT ∗

F
into RT ∗

F
and

its range is dense in RT ∗
F
.

Motivating the concepts dual pairs and reproducing pairs, we com-
pose the analysis and synthesis operators of different Bessel mappings,
and define the concept cross-Gram operator. In some references the
cross-Grame operator called mixed dual Gramians and mixed Grami-
ans [5].

Let E and F be weakly measurable Bessel mappings, by composing
the analysis and synthesis operators of E and F , we define the so
called cross-Gram operator of E and F by GE,F = T ∗

ETF . Let g ∈
dom(TF ), k ∈ dom(TG),
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⟨T ∗
ETF (g), k⟩ = ⟨TF (g), TE(k)⟩ =

∫
Ω

g(ω)⟨F (ω), TE(k)⟩dµ(ω)

=

∫
Ω

g(ω)⟨T ∗
E(F (ω)), k⟩dµ(ω)

=

∫
Ω

g(ω)⟨⟨F (ω), E(.)⟩, k(.)⟩dµ(ω)

=

∫
Ω

g(ω)

∫
Ω

⟨F (ω), E(η)⟩k(η)dµ(ω)dµ(η)

=

∫
Ω

∫
Ω

g(ω)k(η)⟨F (ω), E(η)⟩dµ(ω)dµ(η).

It is clear that, for Bessel mappings E and F with Bessel bounds BE

and BF , the operator GE,F is bounded with norm at most
√
BEBF .

Also G∗
E,F = GF,E and it is self adjoint and positive operator provided

that E = F . Nevertheless, it is sometimes possible GE,F bounded but
not both of E and F are Bessel mapping.

Theorem 2.2. Suppose E and F are continuous frames for H and
the corresponding cross-Gram operator GE,F is bounded and invertible
operator. Then both E and F are Riezs-type frames for H.

Theorem 2.3. Let F be a continuous frame with bounds A, B and
S−1F be its canonical dual, then the cross-Gram operator GS−1F,F is
self-adjoint, positive operator and there is a positive operator Q such
that Q2 = GS−1F,F . Moreover Q commutes with every operator which
commutes with GS−1F,F . Furthermore, if F is Riezs-type frame for H,
then GS−1F,F is invertible.
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Abstract. In this paper, we intoduce two new subclasses of bi-
univalent functions defined in the open unit disk. For functions
belonging to theses classes we obtain estimates on first two Taylor-
Maclaurian coefficients.

1. Introduction

Let A denote the class of functions f(z) of the form:

f(z) = z +
∞∑
n=2

anz
n (1.1)

which are analytic in the open unit disk ∆ = {z ∈ C : |z| < 1}. The
subclass of A consisting of all univalent functions f(z) in ∆ is denoted
by S.

Obviously, every function f ∈ S has an inverse f−1, defined by
f−1(f(z)) = z (z ∈ ∆) and f(f−1(ω)) = ω (|ω| < r0(f), r0(f) ≥ 1/4).

Moreover, it is easy to see that the inverse function has the series
expansion of the form

f−1(ω) = w−a2ω2+(2a22−a3)ω3−(5a32−5a2a3+a4)ω
4+· · · (ω ∈ ∆)
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from it we conclude f−1 is analytic.
A function f ∈ A is said to be bi-univalent in ∆ if f and f−1 are

univalent in ∆, and let Σ denote the class of bi-univalent functions in
∆ of the form(1.1). For a brief history and interesting examples in the
class Σ, see [3].

Some examples of functions in the class Σ are presented below

z

1− z
, − log(1− z),

1

2
log

1 + z

1− z
,

and so on. However, the familiar Koebe function is not a member of
the classΣ. Other common examples of functions in S such as

z − z2

2
,

z

1− z2
,

are also not a member of the class Σ, see [4].
In this paper we find estimates on the coefficients |a2| and |a3| for

functions of subclasses of bi-univalent function.
In order to derive our main results, we have to recall here the fol-

lowing lemma [1,2].

Lemma 1.1. Let p ∈ P be the family of all functions p analytic in ∆ for
which Re{p(z)} > 0 and have the form p(z) = 1+p1z+p2z

2+p3z
3+· · ·

for z ∈ ∆. Then |pn| ⩽ 2 for each n.

2. Main results

Definition 2.1. A function f(z) given by 1.1 is said to be in the class
TΣ(α) if the following conditions are satisfied:

f ∈ Σ and
∣∣∣arg√f ′(z)

∣∣∣ < απ

2
(2.1)

and ∣∣∣arg√g′(ω)
∣∣∣ < απ

2
, (2.2)

where ω = f(z), g = f−1, 0 < α < 1, ω ∈ ∆, and the function g is
given by

g(ω) = w−a2ω2+(2a22−a3)ω3−(5a32−5a2a3+a4)ω
4+ · · · (ω ∈ ∆)

Theorem 2.2. Let f(z), given by 1.1, be in the class TΣ(α) where
0 < α < 1. Then

|a2| ⩽
2α√
1 + α

, (2.3)
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and

|a3| ⩽ 4α2 +
4

3
α. (2.4)

Proof. It follows from (2.1) and (2.2) that√
f ′(z) = [p(z)]α , (2.5)

and √
g′(ω) = [q(ω)]α , (2.6)

where p(z) and q(ω) are members of P with

p(z) = 1 + p1z + p2z
2 + p3z

3 + · · · (2.7)

and

q(ω) = 1 + q1ω + q2ω
2 + q3ω

3 + · · · . (2.8)

Now, equating the coefficients in (2.5) and (2.6), we obtain

a2 = αp1 (2.9)

3a3 = 2αp2 + α(2α− 1)p21 (2.10)

− a2 = αq1 (2.11)

3(2a22 − a3) = 2αq2 + α(2α− 1)q21. (2.12)

From (2.9) we conclude

p1 = −q1, 2a22 = α2(p21 + q21). (2.13)

Now from 2.10, 2.12 and 2.13, we obtain

6a22 = 2α(p2 + q2) + α(2α− 1)(p21 + q21) (2.14)

= 2α(p2 + q2) + α(2α− 1)
2a22
α2

(2.15)

Therefore, we have

a22 =
α2

1 + α
(p2 + q2).

Applying Lemma 1.1 to the coefficients p2 and q2, we immediately get

|a2| ⩽
2α√
1 + α

.

This gives the bound on |a2| as asserted in 2.3.
Next, in order to find a bound on |a3|, by subtracting (2.12) from

(2.10), we get

6a3 − 6a22 = 2α(p2 − q2) + α(2α− 1)(p21 − q21).
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Upon substituting the value of a22 from 2.13 and observing p21 = q21, it
follows that

6a3 = 6a22 + 2α(p2 − q2).

Applying lemma 1.1 once again for the coefficients p1, p2, q1 and q2, we
readily get

|a3| ⩽ 4α2 +
4

3
α.

This completes the proof of Theorem 2.2. □
Definition 2.3. A function f(z) given by 1.1 is said to be in the class
TΣ(β) if the following conditions are satisfied:

f ∈ Σ and Re
{√

f ′(z)
}
> β, (2.16)

and

Re
{√

g′(ω)
}
> β, (2.17)

where w = f(z), g = f−1, 0 ≤ β < 1, w ∈ ∆.

Theorem 2.4. Let f(z), given by 1.1, be in the class TΣ(β), 0 ≤ β < 1.
Then

|a2| ⩽
√

8

6
(1− β)(3− 2β) (2.18)

and

|a3| ⩽
√

2(2− 3β + β2)2 +
4

3
(1− 3β + β2). (2.19)

Proof. With a similar argument as in the previous result, and applying
Lemm1.1 for the coefficients p1, p2, q1 and q2, we can prove the theorem.

□
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Abstract. w-convergence of the proximal point algorithm to a
minimizer of a proper, convex and lower semicontinuous function
is established in Hadamard spaces.

1. Introduction

Let (X, d) be a metric space and x, y ∈ X. A geodesic path joining x
to y is an isometry c : [0, d(x, y)] −→ X such that c(0) = x, c(d(x, y)) =
y. The image of a geodesic path joining x to y is called a geodesic
segment between x and y. The metric space (X, d) is said to be a
geodesic space if every two points of X are joined by a geodesic, and X
is said to be uniquely geodesic if there is exactly one geodesic joining
x and y for each x, y ∈ X. A geodesic space (X, d) is a CAT(0) space
if satisfies the following inequality:

CN-inequality: If x, y0, y1, y2 ∈ X such that d(y0, y1) = d(y0, y2) =
1
2
d(y1, y2), then

d2(x, y0) ≤
1

2
d2(x, y1) +

1

2
d2(x, y2)−

1

4
d2(y1, y2).

2010 Mathematics Subject Classification. Primary: 47H05; Secondary: 47J05,
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Key words and phrases. Hadamard space, proximal point algorithm, w-
convergence, subdifferential.
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A complete CAT(0) space is called a Hadamard space. It is known
that a CAT(0) space is an uniquely geodesic space.

For all x and y belongs to a CAT(0) space X, we write (1− t)x ⊕ ty
for the unique point z in the geodesic segment joining from x to y
such that d(z, x) = td(x, y) and d(z, y) = (1 − t)d(x, y). Set [x, y] =
{(1− t)x⊕ ty : t ∈ [0, 1]}, a subset C of X is called convex if [x, y] ⊆ C
for all x, y ∈ C. For other equivalent definitions and basic properties,
we refer the reader to the standard texts such as [4].

A notion of convergence in Hadamrad spaces is called ∆-convergence
which is characterized by Ahmadi Kakavandi [1] as follows.

Lemma 1.1 ([1]). A bounded sequence (xn) in Hadamard space (X, d),
∆-converges to x ∈ X if and only if lim supn→∞⟨−−→xxn,−→xy⟩ ≤ 0 for all
y ∈ X.

Berg and Nikolaev [3] introduced the concept of quasilinearization

for CAT(0) spaceX. They denote a pair (a, b) ∈ X×X by
−→
ab and called

it a vector. Then the quasilinearization map ⟨·⟩ : (X×X)×(X×X) →
R is defined by

⟨
−→
ab,

−→
cd⟩ = 1

2
(d2(a, d)+ d2(b, c)− d2(a, c)− d2(b, d)), (a, b, c, d ∈ X).

We can formally add compatible vectors, more precisely −→ac +
−→
cb =−→

ab, for all a, b, c ∈ X. We say that X satisfies the Cauchy-Schwarz
inequality if

⟨
−→
ab,

−→
cd⟩ ≤ d(a, b)d(c, d) (a, b, c, d ∈ X)

It is known ([3], Corollary 3) that a geodesically connected metric space
is a CAT(0) space if and only if it satisfies the Cauchy-Schwarz inequal-
ity.

Ahmadi Kakavandi and Amini [2] have introduced the concept of
dual space of a complete CAT(0) space X, based on a work of Berg
and Nikolaev [3], as follows.

Consider the map Θ : R×X ×X → C(X,R) defined by

Θ(t, a, b)(x) = t⟨
−→
ab,−→ax⟩ (t ∈ R, a, b, x ∈ X),

where C(X,R) is the space of all continuous real-valued functions on
X. Then the Cauchy-Schwarz inequality implies that Θ(t, a, b) is a Lip-
schitz function with Lipschitz semi-norm L(Θ(t, a, b)) = |t|d(a, b) (t ∈
R, a, b ∈ X), where L(φ) = sup{φ(x)−φ(y)

d(x,y)
: x, y ∈ X, x ̸= y} is the

Lipschitz semi-norm for any function φ : X → R. A pseudometric D
on R×X ×X is defined by

D((t, a, b), (s, c, d)) = L(Θ(t, a, b)−Θ(s, c, d))



W-CONVERGENCE TO A MINIMIZER IN HADAMARD SPACES 205

for all t, s ∈ R, a, b, c, d ∈ X. It is obtained ([2], Lemma 2.1) that

D((t, a, b), (s, c, d)) = 0 if and only if t⟨
−→
ab,−→xy⟩ = s⟨

−→
cd,−→xy⟩, for all

x, y ∈ X. Then, D can impose an equivalent relation on R ×X ×X,
where the equivalence class of (t, a, b) is

[t
−→
ab] = {s

−→
cd : D((t, a, b), (s, c, d)) = 0}.

The set X∗ = {[t
−→
ab] : (t, a, b) ∈ R × X × X} is a metric space with

metric D([t
−→
ab], [s

−→
cd]) := D((t, a, b), (s, c, d)), which is called the dual

space of (X, d). Note that X∗ acts on X ×X by

⟨x∗,−→xy⟩ = t⟨
−→
ab,−→xy⟩ (x∗ = [t

−→
ab] ∈ X, x, y ∈ X).

For all α, β ∈ R, x∗, y∗ ∈ X∗, x, y ∈ X, we can define

⟨αx∗ + βy∗,−→yx⟩ := α⟨x∗,−→yx⟩+ β⟨y∗,−→yx⟩.

Introducing a dual for a CAT(0) space implies a concept of weak con-
vergence with respect to the dual space, which is named w-convergence
in [2]. Authors in the same paper also showed that w-convergence is
stronger than ∆-convergence. Ahmadi Kakavandi in [1] represented
an equivalent definition of w-convergence in complete CAT(0) spaces
without using of dual space, as follows.

Definition 1.2 ([1]). A sequence (xn) in the complete CAT(0) space
(X, d) w-converges to x ∈ X iff limn→∞⟨−−→xxn,−→xy⟩ = 0 for all y ∈ X.

w-convergence is equivalent to the weak convergence in Hilbert space
H, because if (., .) is the inner product in Hilbert space H, then

2⟨−→xz,−→xy⟩ = d2(x, y) + d2(z, x)− d2(z, y) = 2(x− z, x− y).

It is obvious that convergence in the metric implies w-convergence,
and in [2] it has been shown that w-convergence implies ∆-convergence
but the converse is not valid (see [1]). It is known that every bounded
sequence in Hadamard spaceX has a subsequence that is ∆-convergent.
This fact is not true for w-convergence, (see [1, Example 4.7]). We say
that a Hadamard space X satisfies the condition Q if every bounded
sequence in X has a subsequence that is w-convergent.

It is said that a Hadamard space (X, d) satisfies the (S) property if
for any (x, y) ∈ X × X there exists a point yx ∈ X such that [−→xy] =
[−→yxx]. Hilbert spaces and symmetric Hadamard manifolds satisfy the
(S) property (see [1, Definition 2.7]). Lemma 2.8 of [1] implies that if a
Hadamard space (X, d) satisfies the (S) property, then it satisfies the
condition Q; because every bounded sequence in a Hadamard space
(X, d) has a ∆-convergent subsequence. Also, the proper Hadamard
spaces satisfy the condition Q,see [1, Propositions 4.3 and 4.4].
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Let X be a Hadamard space. A function f : X →] − ∞,+∞] is
called

(i) convex if f(λx⊕ (1− λ)y) ≤ λf(x) + (1− λ)f(y), ∀x, y ∈ X.
(ii) proper if D(f) := {x ∈ X|f(x) <∞} ̸= ∅.
(iii) lower semicontinuous at x ∈ D(f) if lim infy→x f(y) > f(x).

Definition 1.3 ([2]). Let X be a Hadamard space with dual X∗ and
f : X →]−∞,+∞] be a proper function, then the subdifferential of f
is the multi-valued function ∂f : X → 2X

∗
defined by

∂f(x) = {x∗ ∈ X∗ : f(z)− f(x) ≥ ⟨x∗,−→xz⟩, z ∈ X},

when x ∈ D(f ) and ∂f(x) = ∅, otherwise.

Theorem 1.4 (Theorem 4.2 in [2]). Let f : X →] − ∞,+∞] be
a proper, lower semicontinuous and convex function on a Hadamard
space X with dual X∗, then (i) f attains its minimum at x ∈ X if and
only if 0 ∈ ∂f(x). (ii) ⟨∂f(x) − ∂f(y),−→yx⟩ ≥ 0 for x, y ∈ D(f). (iii)
For any y ∈ X and α > 0, there exists a unique point x ∈ X such that
[α−→xy] ∈ ∂f(x).

2. Main results

In this section, w-convergence of the proximal point algorithm to
a minimizer of a proper, lower semicontinuous and convex function is
obtained in a Hademard space. Let X be a Hadamard space with dual
X∗, f : X →]−∞,+∞] be a proper, lower semicontinuous and convex
function and (λn) be a sequence of positive real numbers. By part (iii)
of Theorem 1.4, we can introduce the proximal point algorithm for ∂f
in Hadamard space X, as follows:{

[ 1
λn

−−−−→xnxn−1] ∈ ∂f(xn),

x0 ∈ X.
(2.1)

In the following theorem, it will be shown that the sequence gener-
ated by (2.1) is w-convergent to a point of (∂f)−1(0).

Theorem 2.1. Let X be a Hadamard space with dual X∗, X satisfies
the condition Q and f : X →] −∞,+∞] be a proper, lower semicon-
tinuous and convex function such that (∂f)−1(0) ̸= ∅. Suppose (λn) is
a sequence of positive real numbers such that

∑∞
n=1 λn = ∞. Then the

sequence generated by the proximal point algorithm (2.1) w-converges
to a point p ∈ (∂f)−1(0), that is, a minimizer of f .
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Abstract. We introduce the forward-backward algorithm in Hadam-
rad space and establish ∆-convergence of this algorithm to a com-
mon zero of two monotone operators.

1. Introduction

Let (X, d) be a metric space and x, y ∈ X. A geodesic path joining x
to y is an isometry c : [0, d(x, y)] −→ X such that c(0) = x, c(d(x, y)) =
y. The image of a geodesic path joining x to y is called a geodesic
segment between x and y. The metric space (X, d) is said to be a
geodesic space if every two points of X are joined by a geodesic, and X
is said to be uniquely geodesic if there is exactly one geodesic joining
x and y for each x, y ∈ X. A geodesic space (X, d) is a CAT(0) space
if satisfies the following inequality: CN-inequality: If x, y0, y1, y2 ∈ X
such that d(y0, y1) = d(y0, y2) =

1
2
d(y1, y2), then

d2(x, y0) ≤
1

2
d2(x, y1) +

1

2
d2(x, y2)−

1

4
d2(y1, y2).
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A complete CAT(0) space is called a Hadamard space. It is known
that a CAT(0) space is an uniquely geodesic space.

For all x and y belongs to a CAT(0) space X, we write (1− t)x ⊕ ty
for the unique point z in the geodesic segment joining from x to y
such that d(z, x) = td(x, y) and d(z, y) = (1 − t)d(x, y). Set [x, y] =
{(1− t)x⊕ ty : t ∈ [0, 1]}, a subset C of X is called convex if [x, y] ⊆ C
for all x, y ∈ C. For other equivalent definitions and basic properties,
we refer the reader to the standard texts such as [4].

A notion of convergence in Hadamrad spaces is called ∆-convergence
which is characterized by Ahmadi Kakavandi [1] as follows.

Lemma 1.1 ([1]). A bounded sequence (xn) in Hadamard space (X, d),
∆-converges to x ∈ X if and only if lim supn→∞⟨−−→xxn,−→xy⟩ ≤ 0 for all
y ∈ X.

Berg and Nikolaev [3] introduced the concept of quasilinearization

for CAT(0) spaceX. They denote a pair (a, b) ∈ X×X by
−→
ab and called

it a vector. Then the quasilinearization map ⟨·⟩ : (X×X)×(X×X) →
R is defined by

⟨
−→
ab,

−→
cd⟩ = 1

2
(d2(a, d)+ d2(b, c)− d2(a, c)− d2(b, d)), (a, b, c, d ∈ X).

We can formally add compatible vectors, more precisely −→ac +
−→
cb =−→

ab, for all a, b, c ∈ X. We say that X satisfies the Cauchy-Schwarz
inequality if

⟨
−→
ab,

−→
cd⟩ ≤ d(a, b)d(c, d) (a, b, c, d ∈ X)

It is known ([3], Corollary 3) that a geodesically connected metric space
is a CAT(0) space if and only if it satisfies the Cauchy-Schwarz inequal-
ity.

Ahmadi Kakavandi and Amini [2] have introduced the concept of
dual space of a complete CAT(0) space X, based on a work of Berg
and Nikolaev [3], as follows.

Consider the map Θ : R×X ×X → C(X,R) defined by

Θ(t, a, b)(x) = t⟨
−→
ab,−→ax⟩ (t ∈ R, a, b, x ∈ X),

where C(X,R) is the space of all continuous real-valued functions on
X. Then the Cauchy-Schwarz inequality implies that Θ(t, a, b) is a Lip-
schitz function with Lipschitz semi-norm L(Θ(t, a, b)) = |t|d(a, b) (t ∈
R, a, b ∈ X), where L(φ) = sup{φ(x)−φ(y)

d(x,y)
: x, y ∈ X, x ̸= y} is the

Lipschitz semi-norm for any function φ : X → R. A pseudometric D
on R×X ×X is defined by

D((t, a, b), (s, c, d)) = L(Θ(t, a, b)−Θ(s, c, d))
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for all t, s ∈ R, a, b, c, d ∈ X. It is obtained ([2], Lemma 2.1) that

D((t, a, b), (s, c, d)) = 0 if and only if t⟨
−→
ab,−→xy⟩ = s⟨

−→
cd,−→xy⟩, for all

x, y ∈ X. Then, D can impose an equivalent relation on R ×X ×X,
where the equivalence class of (t, a, b) is

[t
−→
ab] = {s

−→
cd : D((t, a, b), (s, c, d)) = 0}.

The set X∗ = {[t
−→
ab] : (t, a, b) ∈ R × X × X} is a metric space with

metric D([t
−→
ab], [s

−→
cd]) := D((t, a, b), (s, c, d)), which is called the dual

space of (X, d). Note that X∗ acts on X ×X by

⟨x∗,−→xy⟩ = t⟨
−→
ab,−→xy⟩ (x∗ = [t

−→
ab] ∈ X, x, y ∈ X).

For all α, β ∈ R, x∗, y∗ ∈ X∗, x, y ∈ X, we can define

⟨αx∗ + βy∗,−→yx⟩ := α⟨x∗,−→yx⟩+ β⟨y∗,−→yx⟩.

Definition 1.2. Let X be a Hadamard space with dual space X∗. The
multi-valued operator A : X → 2X

∗
with domain D(A) := {x ∈ X :

A(x) ̸= ∅} is monotone iff

⟨x∗ − y∗,−→yx⟩ ≥ 0,

for all x, y ∈ D(A), x∗ ∈ Ax, y∗ ∈ A(y).

Definition 1.3 ([5]). Let X be a Hadamard space with dual X∗ and
A : X → 2X

∗
be a multi-valued operator and λ > 0. The resolvent

operator of A of order λ is the multi-valued mapping JAλ : X → 2X

defined by JAλ (x) := {z ∈ X : [ 1
λ
−→zx] ∈ Az}.

Theorem 1.4 (Theorem 3.9 in [5]). Let X be a Hadamard space with
dual X∗ and A : X → 2X

∗
is an operator. Then (1) R(JAλ ) ⊂ D(A) and

A−1(0) = F (JAλ ) := {x ∈ X : JAλ x = x} for every λ > 0. (2) If A is a
monotone operator then JAλ is a single-valued and firmly nonexpansive
mapping. (3) If A is a monotone operator and 0 < λ ≤ µ, then

d(x, JAλ (x)) ≤ 2d(x, JAµ (x)), for all x ∈ X.

2. Main results

In the following, we introduce the forward-backward algorithm in
Hadamrad spaces.

Definition 2.1. Let X be a Hadamard space with dual X∗ and A :
X → 2X

∗
be a multi-valued operator and λ > 0. The operator I−λA is

the multi-valued mapping I − λA : X → 2X defined by (I − λA)(x) :=
{z ∈ X : [ 1

λ
−→zx] ∈ Ax}.
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Let X be a Hadamard space with dual X∗ and A and B are multi-
valued operators such that D(JBλ ) = X and D(I − λA) = X for all
λ > 0. The forward-backward algorithm for the operators A and B is
generated by {

xn+1 = JBλn(I − λnA)(xn),

x1 ∈ X, (λn) ⊂ (0,∞).
(2.1)

Definition 2.2. Let X be a Hadamard space with dual X∗. The
operator A : X → X∗ is β-cocoercive for β > 0 if

⟨Ax− Ay, yx⟩ ≥ βD2(Ax,Ay), (x, y ∈ X).

In the following theorem, ∆-convergence of the sequence generated
by (2.1) is established.

Theorem 2.3. Let X be a Hadamard space with dual X∗ and the
monotone operator B and β-cocoercive operator A are monotone op-
erators that A−1(0)

∩
B−1(0) ̸= ∅, D(JBλ ) = X and D(I − λA) = X

for all λ > 0. If (λn) is a sequence of positive real numbers such that
0 < λ < λn for all n ∈ N then the forward-backward algorithm gen-
erated by (2.1) is ∆-convergence to the unique common zero of the
operators A and B.
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Abstract. In this paper, we investigate weighted frames and con-
trolled frames in Hilbert C∗-modules. Using multiplier operators,
we obtain some relations between weighted frames and controlled
frames. Also we show that a frame weighted by a semi-normalized
sequence is always a frame in Hilbert C∗-module.

1. Introduction

Frames for Hilbert spaces were first introduced in 1952 by Duffin
and Schaeffer [3] for study of nonharmonic Fourier series. They were
reintroduced and developed in 1986 by Daubechies, Grossmann and
Meyer[2], and popularized from then on.

Hilbert C∗-module forms a wide category between Hilbert space and
Banach space. Its structure was first used by Kaplansky in 1952. It is

2010 Mathematics Subject Classification. Primary: 42C15; Secondary: 46L08.
Key words and phrases. frame, weighted frame, controlled frame, multiplier op-

erator, Hilbert C∗-module.
∗ Speaker.

213



214 M. RASHIDI-KOUCHI AND A. RAHIMI

an often used tool in operator theory and in operator algebra theory.
It serves as a major class of examples in operator C∗-module theory.

The notions of frames in Hilbert C∗-modules were introduced and in-
vestigated by Frank and Larson [4]. They defined the standard frames
in Hilbert C∗-modules in 1999 and got a series of results for standard
frames in finitely or countably generated Hilbert C∗-modules over uni-
tal C∗-algebras. Extending the results to this more general framework
is not a routine generalization, as there are essential differences be-
tween Hilbert C∗-modules and Hilbert spaces. For example, any closed
subspace in a Hilbert space has an orthogonal complement, but this
fails in Hilbert C∗-module. Also there is no explicit analogue of the
Riesz representation theorem of continuous functionals in Hilbert C∗-
modules.

Weighted frames and controlled frames in Hilbert spaces have been
introduced to improve the numerical efficiency of iterative algorithms
for inverting the frame operator on abstract Hilbert spaces [1].

In this paper, we investigate weighted frames and controlled frames
in Hilbert C∗-modules. We show that they share many useful prop-
erties with their corresponding notions in Hilbert spaces. We obtain
a relation between weighted frames and controlled frames by using
of multiplier operators. Also we show a frame weighted by a semi-
normalized sequence is always a frame in Hilbert C∗-module.

2. Main results

In this section, we study the concept of weighted frames, controlled
frames and multipliers of frames for controlled frames in Hilbert C∗-
module. Then we investigate the relation between weighted frames
and controlled frames in Hilbert C∗-modules by using of multiplier
operators.

The following definition is a generalization of weighted frames in
Hilbert space to Hilbert C∗-module [5].

Definition 2.1. Let Ψ = {ψj ∈ H : j ∈ J} be a sequence of elements in
Hilbert C∗-module H on C∗-algebra A and {ωj}j∈J ⊆ Z(A) a sequence
of positive weights, where Z(A) is the center of A. This pair is called
a w-frame of Hilbert C∗-module H if there exist constants C,D > 0
such that

C⟨f, f⟩ ≤
∑
j∈J

ωj⟨f, ψj⟩⟨ψj, f⟩ ≤ D⟨f, f⟩,

for all f ∈ H.

A sequence{cj : j ∈ J} ∈ Z(A) is called semi-normalized if there are
bounds b ≥ a > 0 such that a ≤ |cn| ≤ b.
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Definition 2.2. Let H be a Hilbert C∗-module and C ∈ GL(H). A
frame controlled by the operator C or C-controlled frame in Hilbert
C∗-module H is a family of vectors Ψ = {ψj ∈ H : j ∈ J}, such that
there exist two constants m > 0 and M <∞ satisfying

m⟨f, f⟩ ≤
∑
j∈J

⟨f, ψj⟩⟨Cψj, f⟩ ≤M⟨f, f⟩,

for all f ∈ H.
Likewise, Ψ = {ψj ∈ H : j ∈ J} is called a C-controlled Bessel

sequence with bound M if there exists M <∞ such that∑
j∈J

⟨f, ψj⟩⟨Cψj, f⟩ ≤M⟨f, f⟩,

for every f ∈ H, where the sum in the inequality is convergent in norm.
Ifm =M , we call this C-controlled frame a tight C-controlled frame,

and if m =M = 1 it is called a Parseval C-controlled frame.

Every frame is a I-controlled frame. Hence controlled frames are
generalizations of frames.

We define controlled multipliers as follows.

Definition 2.3. Let H be a Hilbert C∗-module and C ∈ GL(H).
Assume Ψ = {ψj ∈ H : j ∈ J} and Φ = {ϕj ∈ H : j ∈ J} are
C-controlled Bessel sequences for H. Then the operator

Mm,Φ,Ψ : H → H

defined by

Mm,Φ,Ψf =
∑
j∈J

mj⟨f, ψj⟩Cϕj

is called the C-controlled multiplier operator with symbol m.

The following proposition gives a relation between controlled frames,
weighted frames and multiplier operators.

Proposition 2.4. Let H be a Hilbert C∗-module and C ∈ GL(H)
be self-adjoint and diagonal on Ψ = {ψj ∈ H : j ∈ J} and assume
it generates a controlled frame. Then the sequence W = {ωj}j∈J ⊆
Z(A), which verifies the relations Cψn = ωnψn, is semi-normalized
and positive. Furthermore C =MW,Ψ̃,Ψ.

As an application to the first part of Proposition 2.4, a frame weighted
by semi-normalized sequence is always a frame. Indeed, we have the
following proposition.
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Proposition 2.5. Let {ωj : j ∈ J} be a semi-normalized sequence
with bounds a and b. If {ψj : j ∈ J} is a frame with bounds C and
D in Hilbert C∗-module H, then {ωjψj : j ∈ J} is also a frame with

bounds a2C and b2D. The sequence {ω−1
j ψ̃j : j ∈ J} is a dual frame of

{ωjψj : j ∈ J}.

The following results give a connection between weighted frames and
frame multipliers.

Theorem 2.6. Let Ψ = {ψj ∈ H : j ∈ J} be a frame for Hilbert
C∗-module H. Let m = {mj}j∈J be a positive and semi-normalized
sequence. Then the multiplier Mm,Ψ is the frame operator of the frame
{√mjψj : j ∈ J} and therefore it is positive, self-adjoint and invertible.
If {mj}j∈J is negative and semi-normalized, then Mm,Ψ is negative,
self-adjoint and invertible.

Theorem 2.7. Let {ψj : j ∈ J} be a sequence of elements in Hilbert
C∗-module H. Let W = {ωj : j ∈ J} be a sequence of positive and
semi-normalized weights. Then the following properties are equivalent:

(1) {ψj : j ∈ J} is a frame.
(2) Mw,Ψ is a positive and invertible operator.
(3) There are constants C,D > 0 such that for all f ∈ H

C⟨f, f⟩ ≤
∑
j∈J

ωj⟨f, ψj⟩⟨ψj, f⟩ ≤ D⟨f, f⟩.

i.e. the pair {ωj : j ∈ J}, {ψj : j ∈ J} forms a weighted frame.
(4) {√ωjψj : j ∈ J} is a frame.
(5) Mw,Ψ is a positive and invertible operator for any positive, semi-

normalized sequence W ′ = {ω′
j}j∈J .

(6) (ωjψj) is a frame, i.e. the pair {ωj : j ∈ J}, {ψj : j ∈ J} forms
a weighted frame.
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Abstract. Multipliers are operators which have important appli-
cations for signal processing and acoustics. In this paper, we inves-
tigate Riesz and modular Riesz multipliers in Hilbert C∗-modules.
We show, unlike to Riesz multipliers in Hilbert spaces, Riesz mul-
tipliers in Hilbert C∗-modules may not be invertible. Then we
obtain some sufficient conditions for invertibility of Riesz multipli-
ers in this setting.

1. Introduction

Hilbert C∗-modules form a wide category between Hilbert spaces and
Banach spaces.

Let A be a C∗-algebra with involution ∗. An inner product A-module
(or pre Hilbert A-module) is a complex linear space H which is a left
A-module with an inner product map ⟨., .⟩ : H×H → A which satisfies
the following properties:

(1) ⟨αf+βg, h⟩ = α⟨f, h⟩+β⟨g, h⟩ for all f, g, h ∈ H and α, β ∈ C.
(2) ⟨af, g⟩ = a⟨f, g⟩ for all f, g ∈ H and a ∈ A.
(3) ⟨f, g⟩ = ⟨g, f⟩∗ for all f, g ∈ H.
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(4) ⟨f, f⟩ ≥ 0 for all f ∈ H and ⟨f, f⟩ = 0 if and only if f = 0.

For f ∈ H, we define a norm on H by ∥f∥H = ∥⟨f, f⟩∥1/2A . If H is
complete with this norm, it is called a (left) Hilbert C∗-module over A
or a (left) Hilbert A-module.

An element a of a C∗-algebra A is positive if a∗ = a and its spectrum
is a subset of positive real numbers. In this case, we write a ≥ 0. By
condition (4) in the definition above, ⟨f, f⟩ ≥ 0 for every f ∈ H, hence
we can define |f | = ⟨f, f⟩1/2. We call Z(A) = {a ∈ A : ab = ba, ∀b ∈
A}, the center of A. If a ∈ Z(A), then a∗ ∈ Z(A), and if a is an
invertible element of Z(A), then a−1 ∈ Z(A), also if a is a positive

element of Z(A), then a
1
2 ∈ Z(A). Let HomA(M,N) denotes the set

of all A-linear operators from M to N .
We are focusing in finitely and countably generated Hilbert C∗- mod-

ules over unital C∗-algebra A.
The notion of (standard) frames in Hilbert C∗-modules is first defined

by Frank and Larson [2].
If H is a Hilbert C∗-module, and J a set which is finite or countable,

a system {fj}j∈J ⊆ H is called a frame for H if there exist constants
C,D > 0 such that

C⟨f, f⟩ ≤
∑
j∈J

⟨f, fj⟩⟨fj, f⟩ ≤ D⟨f, f⟩ (1.1)

for all f ∈ H. The constants C and D are called the frame bounds. If
C = D, the frame is called a tight frame and in the case C = D = 1
it is called Parseval frame. It is called a Bessel sequence if the second
inequality in (1.1) holds.

Definition 1.1 ([2]). A frame {fj}j∈J in Hilbert A-module H over a
unital C∗-algebra A is called a Riesz basis if it satisfies:

(1) fj ̸= 0 for any j ∈ J .
(2) if an A-linear combination

∑
j∈K ajfj is equal to zero, then

every summand ajfj is equal to zero, where {aj}j∈K ⊆ A and
K ⊆ J .

A. Khosravi and B. Khosravi introduced modular Riesz bases in
Hilbert C∗-modules ([3]), which share many properties with Riesz bases
in Hilbert spaces.

Definition 1.2. Let A be a unital C∗-algebra with identity 1A. A
sequence {fj}j∈J in Hilbert A-moduleH is called a modular Riesz basis
for H if there exists an invertible operator T ∈ B(ℓ2(A),H) such that
Tej = fj for each j ∈ J , where {ej}j∈J is the standard orthonormal
basis of ℓ2(A), i.e., ej = (δij1A)j∈J .
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In Hilbert C∗-module setting, every modular Riesz basis is a Riesz
basis but every Riesz basis is not a modular Riesz basis [4].

2. main results

In this section, we study the concept of multiplier for Riesz bases
and modular Riesz bases in Hilbert C∗-modules and we will show some
of its properties.

Definition 2.1. Let A be a unital C∗-algebra, J be a finite or count-
able index set and {fj}j∈J and {gj}j∈J be Hilbert C∗-modules Bessel
sequences for H. For m = {mj}j∈J ∈ ℓ∞(A) where mj ∈ Z(A), for
each j ∈ J , the operator Mm,{fj},{gj} : H → H defined by

Mm,{fj},{gj}f :=
∑
j∈J

mj⟨f, fj⟩gj (f ∈ H)

is called the multiplier operator of {fj}j∈J and {gj}j∈J . The sequence
m = {mj} is called the symbol of Mm,{fj},{gj}.

The symbol of m has important role in the studying of multiplier
operators. In this paper m is always a sequence m = {mj}j∈J ∈ ℓ∞(A)
with mj ∈ Z(A), for each j ∈ J .

One of the major question in the study of multiplier is the invert-
ibility of multiplier operator. In the sequel, we list results about the
invertibility of Riesz multipliers in Hilbert spaces.

Lemma 2.2 ([1]). Let (ψj) ⊂ H1 be a Bessel sequence with no zero
elements, and (ϕj) ⊂ H2 a Riesz sequence. Then the mapping m 7→
Mm,ϕj ,ψj

is injective from ℓ∞(A) into B(H1,H2).

Proposition 2.3 ([1]). Let (ψj) be a Riesz basis with bounds C,D and
(ϕj) be a frame with bounds C

′
, D

′
. Then

√
CC ′∥m∥∞ ≤ ∥Mm,(ϕj),(ψj)∥Op ≤

√
DD′∥m∥∞.

The following lemma gives sufficient and necessary conditions for
invertibility of multipliers for Riesz bases.

Theorem 2.4 ([5]). Let Φ be a Riesz basis for Hilbert H. Then the
following holds.

(1) If Ψ is a Riesz basis for H, then Mm,Φ,Ψ (resp. Mm,Ψ,Φ ) is
invertible on H if and only if m is semi-normalized.

(2) If m is semi-normalized (0 < inf |mi| ≤ sup inf |mi| <∞), then
Mm,Φ,Ψ (resp. Mm,Ψ,Φ ) is invertible on H if and only if Ψ is a
Riesz basis for H.
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But the above results don’t need to be true in Hilbert C∗-module
setting as the following example shows.

Example 2.5. Let A =M2×2(C) be the C∗-algebra of all 2×2 complex
matrices. LetH = A and for any A,B ∈ H define ⟨A,B⟩ = AB∗. Then
H is a Hilbert A-module. Let Ei,j be the matrix with 1 in the (i, j)’th
entry and 0 elsewhere, where 1 ≤ i, j ≤ 2. Then Φ = {E1,1, E2,2} is a
Riesz basis of H.

It is easy to see Ψ = {E2,1, E1,2} is a tight frame and therefor a Bessel
sequence in H. Let M ∈ H be arbitrary then for any m = {m1,m2} ⊂
C we have

Mm,Φ,Ψ = m1⟨M,E2,1⟩E1,1 +m2⟨M,E1,2⟩E2,2 = 0.

Thus Mm,Φ,Ψ is not invertible.

In the following we obtain sufficient conditions for invertibility of
Riesz multipliers in Hilbert C∗-modules.

Theorem 2.6. Let Φ = {ϕj}j∈J be a Riesz basis in Hilbert C∗-module
H, then the following statements are equivalent:

(1) Φ = {ϕj}j∈J is a modular Riesz basis.
(2) Φ = {ϕj}j∈J has a unique dual frame which is a modular Riesz

basis.
(3) Synthesis operator TΦ is invertible.
(4) For analysis operator UΦ, Rang(U) = ℓ2(A).
(5) If

∑
j∈J ajϕj = 0 for some sequence {aj}j∈J , then aj = 0 for

each j ∈ J .

In case the equivalent conditions are satisfied, Riesz multiplier Mm,Φ,Φ

is invertible where symbol m = (mj) is invertible and |mj| has a lower
positive bound for each j ∈ J .
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Abstract. For −2 < q < ∞ and 0 < p < ∞, the QK(p, q)
space is the space of all analytic functions on the open unit disk D
satisfying

sup
a∈D

∫
D
|f ′(z)|p(1− |z|2)qK(g(z, a))dA(z) <∞,

where g(z, a) = log 1
|σa(z)| is the Green’s function on D and K :

[0,∞) → [0,∞), is a right-continuous and non-decreasing function.
The boundedness and compactness of the weighted differentiation
composition operators from QK(p, q) spaces and QK,0(p, q) spaces
into the classical weighted spaces and the little classical weighted
spaces are characterized.

1. Introduction

Let D be the open unit disk in the complex plane C, and H(D) the
class of all analytic functions on D. For α > 0, an f ∈ H(D) is said to

2010 Mathematics Subject Classification. Primary: 47B38; Secondary: 30H99.
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belong to the α-Bloch space, denoted by Bα, if

∥f∥Bα = |f(0)|+ sup
z∈D

(1− |z|2)α|f ′(z)| <∞.

Bα is a Banach space with the above norm. When α = 1, we get the
classical Bloch space.

Let g(z, a) be the Green’s function with logarithmic singularity at
a, i.e., g(z, a) = log 1

|φa(z)| (φa is a conformal automorphism defined by

φa(z) = a−z
1−āz for a ∈ D). Assume that 0 < p < ∞, −2 < q < ∞

and K : [0,∞) → [0,∞) is a nondecreasing countinuous function. An
f ∈ H(D) is said to belong to QK(p, q) space if

∥f∥K := sup
a∈D

∫
D
|f ′(z)|p(1− |z|2)qK(g(z, a))dA(z) <∞,

where dA is the normalized Lebesgue area measure in D. For p ⩾ 1,
under the norm ∥f∥QK(p,q) = |f(0)|+∥f∥K , QK(p, q) is a Banach space.
An f ∈ H(D) is said to belong to QK,0(p, q) space if

lim
|a|→1

∫
D
|f ′(z)|p(1− |z|2)qK(g(z, a))dA(z) = 0.

If K(x) = xs, s ⩾ 0, the space QK(p, q) equals to the space F (p, q, s)
(see [5]). When p = 2, q = 0, the space QK(p, q) equals to the space
QK . Throughout the paper we assume that∫ 1

0

(1− r2)qK(− log r)rdr <∞,

since otherwise QK(p, q) consists only of constant functions (see [4]).
For α > 0 the classical weighted spaceH∞

α is the space of all functions
f ∈ H(D) such that

∥f∥H∞
α

= sup
z∈D

(1− |z|2)α|f(z)| <∞.

If

lim
|z|→1

(1− |z|2)α|f(z)| = 0,

it is said that f belongs to the little weighted space H0
α. It is easy to see

that both H∞
α and H0

α are Banach spaces with the norm ∥.∥H∞
α
, and H0

α

is a closed subspace of H∞
α . If α = 0, then H∞

α becomes the space of
bounded analytic functions on D, which is denoted by H∞ = H∞(D).

Let D = D1 be the differentiation operator, i.e., Df = f ′. If n is
a nonnegative integer then the operator Dn is defined by D0f = f ,
Dnf = f (n), f ∈ H(D).
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The weighted differentiation composition operator, denoted by Dn
φ,u,

is defined as follows:

(Dn
φ,uf)(z) = u(z)f (n)(φ(z)) (f ∈ H(D)),

where u ∈ H(D) and φ is a nonconstant holomorphic self-map of D.
If n = 0, then Dn

φ,u becomes the weighted composition operator uCφ,
defined by

(uCφf)(z) = u(z)f(φ(z)) (z ∈ D),

which for u(z) ≡ 1, is reduced to the composition operator Cφ.
If n = 1 and u(z) = φ′(z), then Dn

φ,u = DCφ. When n = 1 and
u(z) ≡ 1, then Dn

φ,u = CφD. If n = 1 and φ(z) = z, then Dn
φ,u =MuD,

i.e. the product of differentiation operator and multiplication operator
Mu defined by Muf = uf .

The boundedness and compactness of the weighted differentiation
composition operators can be found for example in [1, 3]. Here we
study the boundedness and compactness of the weighted differentiation
composition operators from QK(p, q) spaces and QK,0(p, q) spaces to
the classical weighted spaces and the little classical weighted spaces.

2. Main Results

In this section we give main results. We adopt the methods of [1, 2].
For this purpose, we need some auxiliary results.

Lemma 2.1. Let α, p > 0 and q > −2 . Then Dn
φ,u from QK(p, q)

(QK,0(p, q)) into H∞
α is compact if and only if Dn

φ,u from QK(p, q)
(QK,0(p, q)) into H

∞
α is bounded and for any bounded sequence (fk)k∈N

in QK(p, q) or QK,0(p, q) which converges to zero uniformly on compact
subsets of D, we have ∥Dn

φ,ufk∥H∞
α

→ 0 as k → ∞.

By following lemma one important property of QK(p, q) spaces is the
inclusion relationship with α-Bloch spaces.

Lemma 2.2 ([4]). Let α, p > 0, q > −2 and K be a nonnegative

nondecreasing function on [0,∞). For f ∈ QK(p, q) we have f ∈ B
q+2
p

and ∥f∥
B

q+2
p

⩽ C∥f∥QK(p,q).

Furthermore, QK(p, q) = B
q+2
p if and only if∫ 1

0

(1− r2)−2K(− log r)rdr <∞.
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In Theorems 2.3-2.6, K is a nonnegative nondecreasing function on
[0,∞) such that∫ 1

0

K(− log r)(1− r)min {−1,q}(log
1

1− r
)χ−1(q)rdr <∞,

where χo(x) denote the characteristic function of the set o, φ is an
analytic self-map of D, u ∈ H(D), and n is a nonnegative integer.

Theorem 2.3. Let α, p > 0, q > −2. Then the following statements
are equivalent.

(i) Dn
φ,u : QK(p, q) → H∞

α is bounded.
(ii) Dn

φ,u : QK,0(p, q) → H∞
α is bounded.

(iii) supz∈D
(1−|z|2)α|u(z)|

(1−|φ(z)|2)
q+2
p +n−1

<∞.

Theorem 2.4. Let α, p > 0, q > −2. Then the following statements
are equivalent.

(i) Dn
φ,u : QK(p, q) → H∞

α is compact.
(ii) Dn

φ,u : QK,0(p, q) → H∞
α is compact.

(iii) Dn
φ,u : QK(p, q) → H∞

α is bounded and

lim
|φ(z)|→1

(1− |z|2)α|u(z)|
(1− |φ(z)|2)

q+2
p

+n−1
= 0.

Theorem 2.5. Let α, p > 0, q > −2. Then Dn
φ,u : QK,0(p, q) → H0

α is

bounded if and only if Dn
φ,u : QK,0(p, q) → H∞

α is bounded and g ∈ H0
α.

Theorem 2.6. Let α, p > 0, q > −2. Then the following statements
are equivalent.

(i) Dn
φ,u : QK(p, q) → H0

α is compact.

(ii) Dn
φ,u : QK,0(p, q) → H0

α is compact.

(iii) lim|z|→1
(1−|z|2)α|u(z)|

(1−|φ(z)|2)
q+2
p +n−1

= 0.
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Abstract. Let H(D) denote the class of all analytic functions
on the open unit disk D of the complex plane C. Let n be a
nonnegative integer, φ be an analytic self-map of D and g ∈ H(D).
The boundedness and compactness of an integral-type operator

(Cn
φ,gf)(z) =

∫ z

0

f (n)(φ(ξ))g(ξ)dξ (f ∈ H(D), z ∈ D),

from the area Nevanlinna spaces Np
α, where 1 ⩽ p < ∞, α > −1,

to the Bloch-type spaces Bµ and the little Bloch-type spaces Bµ,0,
where µ is normal are characterized in this paper.

1. Introduction

Let D be the open unit disk in the complex plane C, H(D) the class
of all analytic functions on D and dA(z) = 1

π
rdrdθ the normalized

Lebesgue area measure on D.
A positive continuous function µ on [0, 1) is called normal if there

exist δ ∈ [0, 1) and two positive numbers a and b with 0 < a < b, such
that

µ(r)
(1−r)a is decreasing on [δ, 1) and limr→1

µ(r)
(1−r)a = 0.
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µ(r)
(1−r)b is increasing on [δ, 1) and limr→1

µ(r)
(1−r)b = ∞.

From now on if we say that a function µ : D → C is normal we will
also assume that it is radial, that is, µ(z) = µ(|z|).

Assume µ : D → C is normal. It is said that a function f ∈ H(D)
belongs to the Bloch-type space Bµ if

∥f∥bµ = sup
z∈D

µ(z)|f ′(z)| <∞.

If

lim
|z|→1

µ(z)|f ′(z)| = 0,

it is said that f belongs to the little Bloch-type space Bµ,0. The norm
on Bµ is introduced as follows

∥f∥Bµ = |f(0)|+ ∥f∥bµ .

Both Bµ and Bµ,0 become Banach spaces with the norm ∥.∥Bµ , and
Bµ,0 is a subspace of Bµ. For µ(z) = (1− |z|2)α, α > 0, Bµ becoms the
α-Bloch space Bα, which for α = 1 becoms the classical Bloch space
B. For α > 0, β ⩾ 0 and

µ(z) = (1− |z|)α
(
ln

e
β
α

1− |z|

)β

,

Bµ is the logarithmic Bloch-type space Bα
logβ

.

A non-negative function ∥.∥ on a vector space X (over the real or
complex field K) is called an F -norm if the following properties are
satisfied:

(i) ∥x∥ = 0 ⇔ x = 0.
(ii) ∥λx∥ ⩽ ∥x∥ for all λ ∈ K with |λ| ⩽ 1.
(iii) ∥x+ y∥ ⩽ ∥x∥+ ∥y∥ for all x, y ∈ X.
(iv) If λm → 0 and λm ∈ K, then ∥λmx∥ → 0.

An F -norm ∥.∥ induces a transitive invariant distance d by d(x, y) =
∥x− y∥ for all x, y ∈ X. A vector space X with an F -norm ∥.∥ is said
to be an F ∗-space. A complete F ∗-space is called an F -space.

Let 1 ⩽ p < ∞, α > −1. A function f ∈ H(D) is said to belong to
the area Nevanlinna space Np

α(D) = Np
α, if

∥f∥p
Np

α
=

∫
D
[log(1 + |f(z)|)]pdAα(z) <∞,

where dAα(z) = (1− |z|2)αdA(z). It is easy to see that

∥f + g∥Np
α
⩽ ∥f∥Np

α
+ ∥g∥Np

α
(1.1)
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for all f, g ∈ Np
α. Consequently, N

p
α becomes a metric space. Also, we

have by subharmonicity

log(1 + |f(z)|) ⩽ C
∥f∥Np

α

(1− |z|2)α+2
p

(f ∈ Np
α), (1.2)

where C depends only on p and α (see, e.g. [1]). From (1.1) and
(1.2), it is easy to verify that ∥.∥Np

α
is an F -norm of the space Np

α.
Moreover, from (1.2), it follows that if fm → f in Np

α, then fm → f
locally uniformly. Here, locally uniform convergence means uniform
convergence on every compact subset of D. Therefore, under the F -
norm, Np

α becomes an F -space, i.e., a translation-invariant complete
metric space.

Let n ∈ N0, g ∈ H(D) and φ be an analytic self-map of D. The
integral-type operator is defined by

(Cn
φ,gf)(z) =

∫ z

0

f (n)(φ(ξ))g(ξ)dξ (f ∈ H(D), z ∈ D).

When n = 1, Cn
φ,g is the generalized composition operator Cg

φ as follows

(Cg
φf)(z) =

∫ z

0

f ′(φ(ξ))g(ξ)dξ (f ∈ H(D), z ∈ D).

When g = φ′, the generalized composition operator Cg
φ is the compo-

sition operator Cφ which is defined by

(Cφf)(z) = f(φ(z)) (f ∈ H(D), (z ∈ D).
The boundedness and compactness of the integral-type operator Cn

φ,g

can be found for example in [2, 3, 4].
It is interesting to provide a function theoretic characterization of

the conditions under which the integral-type operator Cn
φ,g becomes a

bounded or compact operator on various spaces of analytic functions.
This paper focuses on the boundedness and compactness of the integral-
type operator Cn

φ,g from the area Nevanlinna spaces to the Bloch-type
spaces and the little Bloch-type spaces.

2. Main results

In order to formulate our main results we need some auxiliary results
which are incorporated in the following lemmas.

Lemma 2.1. Suppose that g ∈ H(D), µ is normal, φ is an analytic
self-map of D, and 1 ⩽ p < ∞, α > −1. Then the integral-type
operator Cn

φ,g : N
p
α → Bµ is compact if and only if Cn

φ,g : N
p
α → Bµ is

bounded and for any bounded sequence (fk)k∈N in Np
α which converges

to zero locally uniformly on D, we have ∥Cn
φ,gfk∥Bµ → 0 as k → ∞.
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Lemma 2.2 ([5]). Let n ∈ N0, 1 ⩽ p < ∞ and α > −1. Then there
exists some positive constant C independent of f such that for each
f ∈ Np

α, and z ∈ D,

|f (n)(z)| ⩽ 1

(1− |z|2)n
exp[

C∥f∥Np
α

(1− |z|2)
α+2
p

].

We adopt the methods of [5] to obtain our main results.

Theorem 2.3. Suppose that n ∈ N0, 1 ⩽ p < ∞, α > −1, g ∈ H(D),
µ is a normal function, and φ is an analytic self-map of D. Then the
integral type operator Cn

φ,g : N
p
α → Bµ is bounded if and only if

M = sup
z∈D

µ(z)|g(z)|
(1− |φ(z)|2)n

exp[
C

(1− |φ(z)|2)
α+2
p

] <∞.

Theorem 2.4. Suppose that n ∈ N0, 1 ⩽ p < ∞, α > −1, g ∈ H(D),
µ is a normal function, and φ is an analytic self-map of D. Then
the integral-type operator Cn

φ,g : Np
α → Bµ is compact if and only if

Cn
φ,g : N

p
α → Bµ is bounded and for all C > 0,

lim
|φ(z)|→1

µ(z)|g(z)|
(1− |φ(z)|2)n

exp[
C

(1− |φ(z)|2)
α+2
p

] = 0.

Theorem 2.5. Suppose that n ∈ N0, 1 ⩽ p < ∞, α > −1, g ∈ H(D),
µ is a normal function, and φ is an analytic self-map of D. Then the
following are equivalent:

(i) Cn
φ,g : N

p
α → Bµ,0 is bounded.

(ii) Cn
φ,g : N

p
α → Bµ,0 is compact.

(iii) lim|z|→1 µ(z)|g(z)| = 0 and for all C > 0,

lim
|z|→1

µ(z)|g(z)|
(1− |φ(z)|2)n

exp[
C

(1− |φ(z)|2)
α+2
p

] = 0.
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Abstract. Introducing the concept of L∗-limited sets and L∗-
limited Banach spaces, we obtain some characterizations of it with
respect to some well known geometric properties of Banach spaces,
such as, DP∗ property, Gelfand-Phillips property, L-limited prop-
erty and etc.

1. Introduction

A subset A of a Banach space X is called limited (resp., Dunford-
Pettis (DP)), if every weak∗ null (resp., weak null) sequence (x∗n) in X

∗

converges uniformly on A, that is,

lim
n→∞

sup
a∈A

|⟨a, x∗n⟩| = 0.

Also if A ⊆ X∗ and every weak null (resp., weak null and limited)
sequence (xn) in X converges uniformly on A, we say that A is an L-set
(resp., L-limited ).
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We know that every relatively compact subset of X is limited and
clearly every limited set is DP and every DP subset of a dual Banach
space is an L-set and every L-set is an L-limited set. Also every rela-
tively weakly compact subset of a dual Banach space is an L-limited
set, but the converse of these assertions, in general, are false. If every
limited subset of a Banach space X is relatively compact, then X has
the Gelfand-Phillips (GP) property. For example, the classical Banach
spaces c0 and ℓ1 have the GP property and every reflexive space, ev-
ery Schur space (i.e., weak and norm convergence of sequences in X
coincide), and dual of spaces containing no copy of ℓ1, have the same
property.

Recall that a Banach space X is said to have the DP property if
every weakly compact operator T : X → Y is completely continuous
(that is, T maps weakly null sequences into norm null sequences) and
X is said to have the reciprocal Dunford-Pettis property (RDP) if every
completely continuous operator on X is weakly compact.

So the Banach space X has the DP property if and only if every rela-
tively weakly compact subset of X is DP and it has the RDP property
if and only if every L-set in X∗ is relatively weakly compact.

A stronger version of DP property was introduced by Borwein, Fabian
and Vanderweff in [1]. In fact, a Banach space X has the DP∗ property
if every relatively weakly compact subset of X is limited. But if X is
a Grothendieck space (i.e., weak and weak∗ convergence of sequences
in X∗ coincide), then these properties are the same on X. The reader
can find some useful and additional properties of limited and DP sets
and Banach spaces with the GP, DP or RDP property in [1, 2, 3].

We recall from [5] that a Banach space X has the L-limited property
if every L-limited subset of X∗ is relatively weakly compact, and a
bounded linear operator T : X → Y is limited completely continuous
(lcc) if it carries limited and weakly null sequenses in X to norm null
ones in Y [4]. We denote the class of all limited completely continuous
operators from X to Y by Lcc(X, Y ). It is clear that every completely
continuous operator is lcc and the authors in [4] have shown that every
weakly compact operator is limited completely continuous.

2. Main results

Definition 2.1. A subset A of a Banach space X is called an L∗-
limited set, if every weak null and limited sequence (x∗n) inX

∗ converges
uniformly on A.

It is clear that every DP set in X is L∗-limited and every subset of
an L∗-limited set is the same. Also, it is evident that every L∗-limited
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set is bounded. The following theorem gives some aditional properties
of these concepts.

Theorem 2.2. (a) Relatively weakly compact subsets of a Banach
space are L∗-limited.

(b) Absolutely closed convex hull of an L∗-limited set is L∗-limited.

Note that the converse of assertion (a) in general, is false. In fact, the
following theorem shows that the closed unit ball of c0 is an L∗-limited
set, but it is not relatively weakly compact.

Theorem 2.3. A dual space X∗ has the GP property iff every bounded
subset of X is an L∗-limited set.

Definition 2.4. LetX and Y be arbitrary Banach spaces. An operator
T : X → Y is called L∗-limited if T (BX) is L

∗-limited in Y . We denote
the class of all L∗-limited operators from X to Y by L∗

li(X, Y ).

It is clear that an operator T is L∗-limited iff T ∗ is lcc. Also each
weakly compact operator is L∗-limited.

Theorem 2.5. A Banach space X∗ has the DP∗ property iff each L∗-
limited set in X is a DP set.

Definition 2.6. A Banach space X has the L∗-limited property, if
every L∗-limited set in X∗ is relatively weakly compact.

Theorem 2.7. For a Banach space X, the following are equivalent:

(a) X has the L∗-limited property,
(b) For each Banach space Y , L∗

li(Y,X) = W (Y,X),
(c) L∗

li(ℓ1, X) = W (ℓ1, X).

The following corollary shows that the Banach spaces c0 and ℓ1 do
not have the L∗-limited property.

Corollary 2.8. A Banach space X is reflexive if and only if X has the
L∗-limited property and its dual has the Gelfand-Phillips property.

Theorem 2.9. If a Banach space X has the L-limited property, then
it has the L∗-limited property.

Theorem 2.10. If X has the L-limited property, then its dual has the
L∗-limited property.

As a corollary, since ℓ∞ has the L-limited property, it has L∗-limited
property. This shows that L∗-limited property on Banach spaces is not
hereditary as c0 does not have this property.



232 M. SALIMI AND H. ARDAKANI

References

1. J. Borwein, M. Fabian and J. Vanderwerff, Characterizations in Banach spaces
via convex and other locally Lipschitz functions, Acta Math. Vietnam., 22 (1997),
53-69.

2. G. Emmanuele, On Banach spaces with the Gelfand-Phillips property, III, J.
Math. Pures Appl., 72 (1993), 327-333.

3. I. Ghenciu and P. Lewis, The Dunford-Pettis property, the Gelfand-Phillips prop-
erty, and L-sets, Colloq. Math., 106 (2006), 311-324.

4. M. Salimi and S. M. Moshtaghioun, The Gelfand-Phillips property in closed
subspaces of some operator spaces, Banach J. Math. Anal., 5 (2011), 84-92.

5. M. Salimi and S. M. Moshtaghioun, A new class of Banach spaces and its relation
with some geometric properties of Banach spaces, Abstr. Appl. Anal., (2012),
Article ID: 212957.
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Abstract. We generalize the Stampacchia vector variational in-
equality (SVVI) defined by means of Clarke directional derivative.
By using two new constraint qualifications, we prove that solu-
tion for SVVI is a necessary condition for solving a multiobjective
problem, in both weak and strong forms.

1. Introduction and Preliminaries

Variational inequality has shown to be an important mathematical
model in the study of many real problems, in particular, equilibrium
problems. Several well-known problems from mathematical program-
ming, such as system of nonlinear equations, optimization problems,
complementarity problems, and fixed point problems, can be written
in the form of a variational inequality problem. In the recent decades,
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a variational inequality problem and its various generalizations and
extensions have been studied and analyzed quite extensively, see [2, 3].

Let M be a subset of Rℓ. As usual, M will denote the closure of M .
The negative polar and the strictly negative polar of M are defined,
respectively, by

M− :=
{
ξ ∈ Rℓ : ∀v ∈M, ⟨ξ, v⟩ ≤ 0

}
,

M s :=
{
ξ ∈ Rℓ : ∀v ∈M, ⟨ξ, v⟩ < 0

}
,

where ⟨·, ·⟩ denoted the inner product in Rℓ.
To facilitate our discussion, some standard notions in nonsmooth

analysis are reviewed. Let φ : Rℓ −→ R be a locally Lipschitz function.
The generalized directional derivative of φ at x in the direction v is
defined as

φ◦(x; v) := lim sup
y→x
t↓0

φ(y + tv)− φ(y)

t
.

The Clarke subdifferential of φ at x is defined by

∂Cφ(x) := {ξ ∈ Rℓ : ∀v ∈ Rℓ, ⟨ξ, v⟩ ≤ φ◦(x; v) }.

Let M ⊂ Rℓ, x0 ∈M . The contingent cone of M at x0 is

T (M,x0) :=
{
v ∈ Rℓ : ∃tn ↓ 0, ∃vn −→ v; x0 + tnvn ∈M

}
.

Here, we consider the following multiobjective programming prob-
lem:

(MP) min f(x) = (f1(x), . . . , fm(x)),

s.t. g(x) = (g1(x), . . . , gn(x)) ≦ 0,

h(x) = (h1(x), . . . , hp(x)) = 0,

x ∈ Q,

where fi, i ∈ I = {1, . . . ,m}, gj, j ∈ J = {1, . . . , n}, hk, k ∈ K =
{1, . . . , p} are locally Lipschitz real-valued functions from Rl and Q is
an arbitrary set in Rl. The feasible region of MP is defined as

S :=
{
x ∈ Rℓ : g(x) ≦ 0, h(x) = 0, x ∈ Q

}
.

Definition 1.1. The feasible point x0 is said to be

• a local efficient solution for MP iff there exists a neighbourhood
U of x0 such that for any x ∈ U∩S, the inequality f(x) ≤ f(x0)
does not hold.
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• a local weak efficient (or weak efficient) solution for MP iff there
exists a neighbourhood U of x0 such that for any x ∈ U ∩ S,
the inequality f(x) < f(x0) does not hold.

The Stampacchia vector variational inequality in both weak and
strong forms can be defined as follows:

• Stampacchia vector variational inequality (SVVI):
find some x0 ∈ S, such that for each x ∈ S, the following
inequality does not hold

f ◦(x0;x− x0) ≤ 0. (1.1)

• Weak Stampacchia vector variational inequality (WSVVI):
find some x0 ∈ S such that for each x ∈ S, the following in-
equality does not hold

f ◦(x0; x− x0) < 0. (1.2)

Ansari and Lee in [1, Theorem 4.5] showed that in the absence of
equality and inequality constraints, if Q is convex and −f is strictly
h-convex at x0, where h is a bifunction, then the solution to the Stam-
pacchia VVI is a necessary optimality condition for local efficiency. We
define constraint qualifications and prove that, under these constraint
qualifications, the solution to the SVVI (WSVVI) is a necessary opti-
mality condition for local efficiency (local weak efficiency).

Definition 1.2. Let us introduce the following constraint qualifica-
tions: (∪

i∈I

∂Cfi(x0)
)−

⊆
m∩
i=1

T (Si, x0), (CQ1)(∪
i∈I

∂Cfi(x0)
)s

⊆ T (S, x0), (CQ2)

where

Sl :=
{
x ∈ Rℓ : ∀i ̸= l, fi(x) ≤ fi(x0), g(x) ≦ 0, h(x) = 0, x ∈ Q

}
.

2. Main results

Now, it is time to state the main results.

Theorem 2.1. Let x0 be a local efficient solution for MP, and (CQ1)
holds at x0; then x0 solves SVVI.

We use the concept of local weak efficiency and, following the proof
of Theorem 2.1, we derive similar theorem about WSVVI.

Theorem 2.2. Let x0 be a local weak efficient solution for MP, and
(CQ2) holds at x0; then x0 solves WSVVI.
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Abstract. In this paper, a new iterative method for finding a
common element of the set of solutions of a generalized equilibrium
problem and the set of common fixed points of a countable family of
nonexpansive mappings in Hilbert spaces is introduced. A strong
convergence theorem is given for this method. This improves and
extends some recent results.

1. Introduction

Let H be a real Hilbert space and C be a nonempty closed convex
subset of H. In this paper, we assume B is strongly positive; that is,
there exists a constant γ > 0 such that ⟨Bx, x⟩ ≥ γ∥x∥2, for all x ∈ C.
Let ϕ : C × C → R be a bifunction of C × C into R. The equilibrium
problem for ϕ : C × C → R is to find u ∈ C such that

ϕ(u, v) ≥ 0, for all v ∈ C. (1.1)
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The set of solutions of (1.1) is denoted by EP (ϕ). The equilibrium
problem (1.1) includes, as special cases, numerous problems in physics,
optimization and economics. Some authors have proposed some useful
methods for solving the equilibrium problem (1.1); see [2].

A mapping T of H into itself is called nonexpansive if ∥Tx− Ty∥ ≤
∥x − y∥, for all x, y ∈ H. Let F (T ) denote the fixed points set of
T . Recall that a contraction on H is a self-mapping f of H such that
∥f(x) − f(y)∥ ≤ k∥x − y∥, for all x, y ∈ H, where k ∈ (0, 1) is a
constant.

Let C be a nonempty closed convex subset of H. Then, for any
x ∈ H, there exists a unique nearest point in C, denoted by PC(x),
such that ∥x−PC(x)∥ ≤ ∥x−y∥, for all y ∈ C. Such a PC is called the
metric projection of H onto C. It is known that PC is nonexpansive.
Further, for x ∈ H and z ∈ C,

z = PC(x) ⇐⇒ ⟨x− z, z − y⟩ ≥ 0, for all y ∈ C.

Definition 1.1. Let H be a real Hilbert space. Let {Tn}∞n=1 be a se-
quence of nonexpansive self-mappings on H and {λn}∞n=1 be a sequence
of nonnegative numbers in [0, 1]. For any n ≥ 1, define a mapping Wn

of H into itself as follows:

Un,n+1 = I,
Un,n = λnTnUn,n+1 + (1− λn)I,
...
Un,k = λkTkUn,k+1 + (1− λk)I,
Un,k−1 = λk−1Tk−1Un,k + (1− λk−1)I,
...
Un,2 = λ2T2Un,3 + (1− λ2)I,
Wn = Un,1 = λ1T1Un,2 + (1− λ1)I.

Such a mappingWn is called theW−mapping generated by T1, T2, . . . ,
Tn and λ1, λ2, . . . , λn; see [4].

In 2013, Razani and Yazdi [5] introduced an iterative scheme by
ϕ(un, x) +

1
rn
⟨x− un, un − xn⟩ ≥ 0, for all x ∈ C,

yn = (1− γn)xn + γnWnun,
xn+1 = αnγf(yn) + βnxn + ((1− βn)I − αnA)Wnyn,

(1.2)

where ϕ : C×C → R is a bifunction, f is a contraction of C into itself,
A is a strongly positive bounded linear operator on C, {αn}, {βn} and
{γn} are three sequences in (0, 1), {rn} ⊂ (0,∞) and Wn is the W -
mapping generated by an infinite countable family of nonexpansive
mappings T1, T2, . . . , Tn and λ1, λ2, . . . , λn. They proved the sequences



STRONG CONVERGENCE THEOREM 239

{xn} and {un} generated by (1.2), converge strongly to x∗ ∈ F , where
x∗ = P∩∞

n=1 F (Tn)
∩
EP (ϕ)(I − A+ γf)(x∗).

2. Main results

In this paper, we prove a strong convergence theorem, concerning a
new iterative scheme, for finding a common element of the set of solu-
tions of a generalized equilibrium problem and the set of common fixed
points of a countable family of nonexpansive mappings in a Hilbert
space. In order to do this, we recall some definitions as follows.

A generalized equilibrium problem is to find z ∈ C such that

ϕ(z, y) + ⟨Az, y − z⟩ ≥ 0, for all y ∈ C, (2.1)

where ϕ : C × C → R is a bifunction and A : C → H is a monotone
map. The set of such z ∈ C is denoted by EP , i.e.,

EP = {z ∈ C : ϕ(z, y) + ⟨Az, y − z⟩ ≥ 0, for all y ∈ C}.

In the case of A ≡ 0, EP is denoted by EP (ϕ). Numerous problems
in physics, variational inequalities, optimization, minimax problems,
the Nash equilibrium problem in noncooperative games and economics
reduce to find a solution of (2.1) (see, for instance, [3]).

A mapping A : C → H is called α-inverse-strongly monotone, if
there exists a positive real number α such that

⟨Ax− Ay, x− y⟩ ≥ α∥Ax− Ay∥2, for all x, y ∈ C.

Lemma 2.1 ([1]). Let C be a nonempty closed convex subset of H and
ϕ : C × C → R be a bifunction satisfying the following conditions:

(A1) ϕ(x, x) = 0 for all x ∈ C.
(A2) ϕ is monotone, i.e., ϕ(x, y) + ϕ(y, x) ≤ 0 for all x, y ∈ C.
(A3) for each x, y, z ∈ C,

lim
t↓0

ϕ(tz + (1− t)x, y) ≤ ϕ(x, y).

(A4) for each x ∈ C, y 7→ ϕ(x, y) is convex and weakly lower semi-
continuous.

Let r > 0 and x ∈ H. Then, there exists z ∈ C such that

ϕ(z, y) +
1

r
⟨y − z, z − x⟩ ≥ 0, for all y ∈ C.

Theorem 2.2. Let C be a nonempty closed convex subset of a real
Hilbert space H. Let ϕ : C × C → R be a bifunction satisfying
(A1) − (A4), B be a strongly positive bounded linear operator on C
with coefficient γ > 0 such that ∥B∥ ≤ 1, A be an α-inverse-strongly
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monotone on C and f be a contraction of C into itself with con-
stant k ∈ (0, 1). Assume 0 < γ < γ/k. Let {Tn}∞n=1 be an infi-
nite family of nonexpansive self-mappings on C which satisfies F :=∩∞
n=1 F (Tn)

∩
EP ̸= ∅. Suppose {αn}, {βn} and {γn} are sequences

in (0, 1) and {rn} ⊂ [a, b] ⊂ (0, 2α) is a real sequence satisfying the
following conditions:

(i) limn→∞ αn = 0 and
∑∞

n=0 αn = ∞.
(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.
(iii) 0 < lim infn→∞ γn ≤ lim supn→∞ γn < 1 and limn→∞ |γn+1 −

γn| = 0.
(iv) 0 < lim infn→∞ rn and limn→∞ |rn+1 − rn| = 0.

Let x0 ∈ C. Then, the sequences {xn} and {un}, generated iteratively
by

ϕ(un, y) +
1
rn
⟨y − un, un − xn⟩+ ⟨Axn, y − un⟩ ≥ 0, for all y ∈ C,

yn = (1− γn)xn + γnWnun,
xn+1 = αnγf(yn) + βnxn + ((1− βn)I − αnB)Wnyn,

(2.2)
where {λn}∞n=1 is a sequence of positive numbers in [0, b] for some b ∈
(0, 1), converge strongly to x∗ ∈ F , where x∗ = P∩∞

n=1 F (Tn)
∩
EP (I−B+

γf)(x∗).

Remark 2.3. Theorem 2.2 is a generalization of [5, Theorem 2.11]. To
see this, set A = 0 in Theorem 2.2.
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Abstract. Quasi-Cauchy sequences and ward compact sets are
introduced recently by D. Burton and J. Coleman and indepen-
dently by H. Cakalli. Using this concepts, we define ward compact
operators between Banach spaces as a generalization of compact
operators and consider some of their properties. Also, we prove
some new results about ward compact oprators and give some ex-
amples of ward compact operators which are not compact.

1. Introduction

Quasi-Cauchy sequences are introduced by D. Burton in 2010 [1],
as a generalization of Cauchy sequenses. After then, it has been pub-
lished many papers about the subject; see [3, 4]. The concept of ward
continuity of a real function and ward compactness of a subset of a set
of real numbers are introduced by Cakalli in [2].

The compact linear operators are very important and have many
applications. For instance, they play a central role in the theory of
integral equations and in other branches of mathematical physics. Now
it is natural to study some well-known properties of compact operators
with respect to this new concept of compactness.
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2. Definition and preliminaries

In this section, we collect some definitions and previosly proved re-
sults which we need in the next section. We suppose that X and Y are
metrizable topological vector spaces with metrics dX and dY .

Definition 2.1. A sequenc (xn) is called quasi-Cauchy if for every
given ϵ > 0 there exists an integer K > 0 such that n ≥ K implies that
d(xn+1, xn) < ϵ.

Example 2.2. The sequence sn =
∑n

i=1 1/i is quasi-Cauchy because
sn+1 − sn = 1/(n+ 1) which tends to zero, but it is well known that it
is not a Cauchy sequence.

Definition 2.3. An operator T : X → Y is said to be compact if for
any bounded set B the closure of T (B) is compact.

Definition 2.4. A subset E of X is called ward compact if any se-
quence of points in E has a quasi-Cauchy subsequenc.

It is well known that in a compact set every sequence has a Cauchy
subsequence. Since every Cauchy sequence is quas-Cauchy, then every
compact set is ward compact but not vice versa.

It is easily seen that any finite subset of X is ward compact, the
union of two ward compact subsets of X is ward compact and the in-
tersection of any family of ward compact subsets of X is ward compact.
Furthermore, any subset of a ward compact set is ward compact.

Any compact subset of R is also ward compact and the converse is
not always true and there are ward compact subsets of R which are not
compact, as the following example shows.

Example 2.5. The set K = {
√
n : n ∈ N} as a subset of R is ward

compact, but it is not compact.

Let f be a real function defned on R. This function is continuous if
and only if it preserves Cauchy sequences, i.e., (f(xn)) is a Cauchy se-
quence whenever (xn) is. Using the idea of continuity of a real function
in terms of sequences in the sense that a function preserves a certain
kind of properties of sequences in the above manner, ward continuity
of a function can be defined.

Definition 2.6. A function f : X → Y is called ward continuous
if it preserves quasi-Cauchy sequences, i.e., (f(xn)) is a quasi-Cauchy
sequence whenever (xn) is.

Definition 2.7. Let X and Y be topological vector spaces. An opera-
tor T : X → Y is said to be ward compact operator if for any bounded
set B the closure of T (B) is ward compact.
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Since every Cauchy sequence is quasi-Cauchy, then every compact
operator is ward compact but not vice versa. An example of a ward
compact operator which is not compact is given in the next section.

The following theorem which is proved in [4] is our main tool to prove
separability of range of a ward compact operator.

Theorem 2.8 ([4]). If X is ward compact, then it is separable.

3. Main results

One of the most important properties of compact operators is the
separability of their range. In this section, we consider this property
and some other proprties for ward compact operators. We have proved
the following criterion [5] and we will use it to prove our results here.

Theorem 3.1 (Ward compactness criterion, [5]). Let X and Y be
topological vector spaces and T : X → Y a linear operator. Then T
is ward compact iff it maps every bounded sequence (xn) in X onto a
sequence (Txn) in Y which has a quasi-Cauchy subsequence.

Now we are ready to state and prove the separability of range of a
ward compact operator.

Theorem 3.2 (Separability of range). The range R(T ) of a ward com-
pact linear operator T : X → Y is separable; here, X and Y are normed
spaces.

Proof. Consider the ball Bn = B(0;n) ⊂ X. Since T is ward compact,

the closure of the image Cn = T (Bn), that is, T (Bn) is ward compact.
By [3], Cn is separable. The norm of any x ∈ X is finite, so that
||x|| < n, hence x ∈ Bn for sufficiently large n. Also,

X =
∞∪
n=1

Bn, T (X) =
∞∪
n=1

T (Bn).

Since Cn is separable, it has a countable dense subsetDn, and the union
D =

∪
Dn is countable. Since D is dense in the range R(T ) = T (X) ,

R(T ) is separable. □
Lemma 3.3 (Ward compactness of product). Let T : X → X be a
ward compact linear operator and S : X → X a bounded linear operator
on a normed space X. Then TS and ST are ward compact.

Proof. Let B ⊂ X be any bounded set in X. Since S is a bounded op-
erator, S(B) is a bounded set, and the set T (S(B)) = TS(B) is ward
compact because T is ward compact. Hence, TS is a ward compact lin-
ear operator. We prove that ST is also ward compact. Let (xn) be any
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bounded sequence in X. Then (Txn) has a quasi-Cauchy subsequence
(Txnk

), by the continuity of S the sequence (STxnk
) is quasi-Cauchy.

Hence, ST is ward compact.
□

Theorem 3.4. Let (Tn) be a sequence of ward compact linear operators
from a normed space X into a Banach space Y . Let (Tn) be uniformly
operator convergent to T , that is, ∥Tn−T∥ → 0, then the limit operator
T is ward compact.

Proof. It is obvious. □
By following examples we show that the notion of ward compact

operators is different from the compact one.

Example 3.5. (1) T : l2 → l2 defined by T (en) =
√
nen is ward

compact, but it is not compact.
(2) By a famous theorem on operator theory, the operator T (en) =

λnen is compact if and only if λn → 0, so this operator is not
compact.

(3) The identity operator I on an infinite dimentional space is not
ward compact.
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Abstract. We denote by Gn the geometric mean of the numbers
ϕ∗(1), ϕ∗(2), . . . , ϕ∗(n), where ϕ∗ denotes the number of primitive
characters modulo q. In this paper, we prove that

Gn = An+O
( n

log n

)
,

where A is a absolute constant.

1. Introduction and Main results

A Dirichlet character χ mod q is said to be primitive mod q if and
only if for every divisor d of q, 0 < d < q, there exists an integer a ≡ 1
(mod d), (a, q) = 1, such that χ(a) ̸= 1. The number of primitive
characters modulo q, ϕ∗(q), is given by (see [3])

ϕ∗(q) = q
∏
p∥q

(
1− 2

p

)∏
p2|q

(
1− 1

p

)2
. (1.1)
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H. Jager [2] in 1973 studied the average order of the number of primitive
characters and proved that∑

n⩽x
ϕ∗(n) =

18

π4
x2 +O

(
x log2 x

)
.

In this paper we study the geometric mean of the number of primitive
characters. We prove the following average result.

Theorem 1.1. There exists an absolute constant K such that∑
k⩽n

log ϕ∗(k) = n log n+Kn+O
( n

log n

)
.

As an immediate corollary, we obtain the following.

Corollary 1.2. We have

Gn = eKn+O
( n

log n

)
.

To prove Theorem 1.1, we need some auxiliary facts. We have∑
p⩽x

log p

p
= log x+ E +O

( 1

log x

)
, (1.2)

where

E = −γ −
∞∑
n=2

∑
p

log p

pn
.

For the Chebyshev’s function, which is defined by θ(x) =
∑

p⩽x log p,
we have

θ(x) =
∑
p⩽x

log p = x+O
( x

log x

)
. (1.3)

We recall that for each real α > 1 and each real z > 1 we have∑
p>z

log p

pα
≪ 1

zα−1
. (1.4)

Also, for x ⩾ 2 we have∑
p⩽x

{x
p

}
= (1− γ)

x

log x
+O

( x

log2 x

)
. (1.5)



ON THE GEOMETRIC MEAN OF THE PRIMITIVE CHARACTERS 249

2. Proof of the main result

We know that ϕ∗(q) is multiplicative; so the function log ϕ∗(q) is
additive. Hence

∑
k⩽n

log ϕ∗(k) =
∑
pa⩽n
a⩾1

(
log ϕ∗(pa)− log ϕ∗(pa−1)

)[ n
pa

]

=
∑
p⩽n

(
log ϕ∗(p)− log ϕ∗(1)

)[n
p

]
+
∑
p2⩽n

(
log ϕ∗(p2)− log ϕ∗(p)

)[ n
p2

]

+
∑
pa⩽n
a⩾3

(
log ϕ∗(pa)− log ϕ∗(pa−1)

)[ n
pa

]
:= Σ1(n) + Σ2(n) + Σ3(n).

By taking logarithm from (1.1), we get

log ϕ∗(q) = log q +
∑
p∥q

log
(
1− 2

p

)
+ 2

∑
p2|q

log
(
1− 1

p

)
.

Also for primes p and integer a ⩾ 2 one has

log ϕ∗(p) = log p+log
(
1− 2

p

)
, log ϕ∗(pa) = a log p+2 log

(
1− 1

p

)
.

To approximate Σ1(n) we write

Σ1(n) =
∑
p⩽n

(
log ϕ∗(p)− log ϕ∗(1)

)[n
p

]

= n
∑
p⩽n

log p

p
+ n

∑
p⩽n

log(1− 2
p
)

p

−
∑
p⩽n

{n
p

}
log p−

∑
p⩽n

{n
p

}(
log(1− 2

p
)
)

:= nS1(n) + nS2(n)− S3(n)− S4(n).
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S1(n) is Mertens’ first theorem that can be determined in (1.2). To
approximate S2(n) we write

S2(n) =
∑
p⩽n

log(1− 2
p
)

p
= β1 +O

( 1

n log n

)
.

From (1.5) we have

S3(n) =
∑
p⩽n

{n
p

}
log p = (1− γ)n+O

( n

log n

)
.

And,

S4(n) =
∑
p⩽n

{n
p

}(
log(1− 2

p
)
)
=
∑
p⩽n

{n
p

}(−2

p
+O(

1

p2
)
)
.

To estimate the above series write∑
p⩽n

{n
p

}1
p
≪
∑
p⩽n

1

p
≪ log log n,

∑
p⩽n

{n
p

} 1

p2
≪
∑
p⩽n

1

p2
≪ 1

n log n
.

So, S4(n) ≪ log log n, thus by combining the estimates of S1(n),
S2(n), S3(n) and S4(n) we get

Σ1(n) = n log n+
(
E + β1 + γ − 1

)
n+O

( n

log n

)
.

By using similar approach to estimate Σ1(n), series Σ2(n) and Σ3(n)
are estimated as follows.

Σ2(n) = (β2 + 2β3 − β4)n+O
(√

n
)
,

where

β2 =
∑
p2

log p

p2
, β3 =

∑
p2

log(1− 1
p
)

p2
, β4 =

∑
p2

log(1− 2
p
)

p2
.

And Σ3(n) = nβ5 +O
(√

n log n
)
where β5 =

∑∞
α=2

∑
pα

log p
pα

.

Finally, combining approximations Σ1(n), Σ2(n) and Σ3(n) we get∑
k⩽n

log ϕ∗(k) = n log n+Kn+O
( n

log n

)
,

where

K = E + β2 + β3 + 2β4 + β5 + β6 + γ − 1.
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A NEW TYPE OF HADAMARD INEQUALITY AND
HARMONICALLY CONVEX FUNCTIONS

EBRAHIM TAMIMI

Velayat University, Iranshahr, Sistan and Balouchestan, Iran.
e.tamimi@velayat.ac.ir

Abstract. In this paper, we establish a new type of Hadamard
inequality for harmonically convex functions. Also we establish
several results for convex and harmonically convex functions. In
fact, we obtain some results for sum, difference, composition and
absolute value of these classes of functions.

1. introduction and preliminaries

Let f : I ⊂ R −→ R be a convex function defined on the interval I
of real numbers and a, b ∈ I with a < b. The following inequality

f(
a+ b

2
) ≤ 1

b− a

∫ b

a

f(x)

x2
dx ≤ f(a) + f(b)

2
(1.1)

holds, [2]. This double inequality is known in the literature as Hermite-
Hadamard integral inequality for convex functions. Note that some
of the classical inequalities for means can be derived from (1.1) by
appropriate selections of the mapping f . Both inequalities hold in the
reversed direction if f is concave. For some results which generalize,

2010 Mathematics Subject Classification. Primary: 26A51; Secondary: 26D15,
52A41.

Key words and phrases. harmonically convex functions, Hermite-Hadamard in-
equality, convexity.
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improve and extend the inequalities (1.1) we refer the reader to the
recent papers, see [1,3].

The main purpose of this paper is to introduce the concept of har-
monically convex functions (briefly HCF) and establish some results
connected with these classes of functions. In the end we obtained some
results for sum, difference, composition and absolute value of HCF.

Definition 1.1. Let I ⊂ R − {0} be a real interval. A function f :
I −→ R is said to be harmonically convex if

f(
xy

tx+ (1− t)y
) ≤ tf(y) + (1− t)f(x) (1.2)

for all x, y ∈ I and t ∈ [0, 1].
If the inequality in (1.2) is reversed, then f is said to be harmonically

concave.

Example 1.2. Let f : (0,∞) −→ R, f(x) = cx, c > 0 then f is an
HCF.

Proof. Because for all x, y ∈ (0,∞) and t ∈ [0, 1], we have (x− y)2 ≥ 0
and t(x− y)2 − t2(x− y)2 ≥ 0, thus

c(tx2 − 2txy + ty2 − t2x2 + 2t2xy − t2y2 + xy) ≥ cxy

and

c(tx+ y − ty)(ty + x− tx) ≥ cxy.

Since x > 0, y > 0 and tx + (1 − t)y ̸= 0, cxy
tx+(1−t)y ≤ c(ty + (1− t)x).

Therefore we have

f(
xy

tx+ (1− t)y
) ≤ tf(y) + (1− t)f(x).

□

In [2], the author gave the definition of HCF and established some
Hermite-Hadamard type inequalities for harmonically convex functions
as follows.

Theorem 1.3 (Theorem 1 in [2]). Let f : I ⊂ R− {0} −→ R be an
HCF and a, b ∈ I with a < b. If f is integrable on [a, b] then the
following inequalities hold

f(
2ab

a+ b
) ≤ ab

b− a

∫ b

a

f(x)

x2
dx ≤ f(a) + f(b)

2
(1.3)
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2. Main Results

The main purpose of this section is to establish some results about
HCF.

Theorem 2.1. Let f : I ⊂ R − {0} −→ R be an HCF and a, b ∈ I
with a < b. If f is integrable on [a, b] then

f(
nab

λ1a+ λ2b
) ≤ ab

b− a

∫ b

a

f(u)

u2
du ≤ mf(b) + (n−m)f(a)

n
(2.1)

where

λ1 = 2m(1− m

n
), λ2 = n− 2m(1− m

n
), m, n ∈ N

Proof. Since f : I −→ R is an HCF, for all x, y ∈ I (with 0 < t =
m/n < 1 in the inequality (1.2)) we have

f(
nxy

mx+ (n−m)y
) ≤ mf(y) + (n−m)f(x)

n
.

Choosing x = ab
ta+(1−t)b and y = ab

tb+(1−t)a , we get

f(
nab

λ1a+ λ2b
) ≤ m

n
f(

ab

tb+ (1− t)a
) +

n−m

n
f(

ab

ta+ (1− t)b
).

Further, by integrating for t ∈ [0, 1], we have

f(
nab

λ1a+ λ2b
) ≤ 1

n
[m

∫ 1

0

f(
ab

tb+ (1− t)a
)dt

+ (n−m)

∫ 1

0

f(
ab

ta+ (1− t)b
)dt] (2.2)

Making the change of variables

ab

tb+ (1− t)a
= u,

−(b− a)ab

(tb+ (1− t)a)2
dt = du

in last integrals in (2.2), we have

∫ 1

0

f(
ab

tb+ (1− t)a
)dt =

ab

b− a

∫ b

a

f(u)

u2
du. (2.3)

From (2.2) and (2.3), we have

f(
nab

λ1a+ λ2b
) ≤ ab

b− a

∫ b

a

f(u)

u2
du (2.4)
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For the second inequality, use (1.2) with x = a ,y = b and get

f(
ab

ta+ (1− t)b
) ≤ mf(b) + (n−m)f(a)

n
(2.5)

Now, by integrating with respect to t over [0, 1] from (2.5), we have

ab

b− a

∫ b

a

f(u)

u2
du ≤ mf(b) + (n−m)f(a)

n

This completes the proof. □
Proposition 2.2. (i) Let f, g : I ⊂ R − {0} −→ R be HCF and

Df ∩Dg ̸= ∅. Then f + g,f − g are HCF.
(ii) Let f : I ⊂ R−{0} −→ R be a HCF, g be a nondecreasing and

convex function such that Rf ∩Dg ̸= ∅. Then g ◦ f is HCF.

Example 2.3. Let g(x) = ex and f be an HCF. Then it is clear that
(g ◦ f)(x) = ef(x) is HCF.
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FUNCTIONAL ANALYSIS; A HISTORICAL
PERSPECTIVE

MASSOUD AMINI∗

Department of Mathematics, Tarbiat Modares University, Tehran 14115-13, Iran.
mamini@modares.ac.ir

Abstract. Fourier in his celebrated book, The Analytic Theory
of Heat (1822), discussed the first example of what is now known as
the problem of (inverse) Fourier transform. About the same time,
Niels Abel (1823) offered a solution to the tautochrone problem in
the form of an integral equation. More generally, Liouville, in his
research on 2nd order linear differential equations (1837) reduced
the problem to certain integral equations.

The first rigorous treatment of the general theory of integral
equations was given by Ivar Fredholm (1900-1903). Hilbert was
attracted to the new theory and published a series of five papers
(1904-1906). Along these, the history of Functional Analysis (a
name coined by Paul Lévy in 1922) is marked by Lebesgue thesis
on integration (1902), Hilbert paper on spectral theory (1906),
Fréchet thesis on metric spaces (1906), Riesz papers on classi-
cal Banach spaces (1910-1911), Banach thesis on normed spaces
(1922), Hahn and Banach papers on duality (1927 and 1929, in-
dependent). These were complemented by the pioneering books of
Fréchet (1928) and Banach (1932).

We give a glimpse of the development of Functional Analysis by
reminding the turning points of each of the above basic steps, as
well as the later developments.
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Abstract. This largely expository talk will begin with a brief
introduction to historical origins of metric fixed point theory and
proceed with a survey of some developments in metric fixed point
theory of Banach spaces. I will also discuss some fundamental
problems that have been solved, and other questions that remain
open.
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